
                                                                                                                                    

Properties of Poincare generating functions for polynomial covariants 
(tensors) 

Marko V. Jaric8
) 

Department of Physics, Montana State University, Bozeman, Montana 59717 

(Received 21 December 1983; accepted for publication 1 June 1984) 

We show that irreducible polynomial covariants (tensors) based on a given irreducible 
representation of a finite group must have a definite p-phase, i.e., degree modulo p, where p is the 
order of the center of the image of the group. We also show that the numerator of the Poincare 
function is often a polynomial symmetric around a given degree and we derive several interesting 
properties of the Poincare function. 

PACS numbers: 02.20 + b, 02.30. + g, 11.15. - q, 61.50.Em 

I. INTRODUCTION 

In many areas of physics one is faced with a problem of 
describing or constructing irreducible polynomial covar­
iants (tensors) based on a given representation of a physical 
group G. For example, in the Landau theory of phase transi­
tions I,Z and in the Higgs mechanism of gauge theories3,4 one 
requires construction of the invariants and the vector fields.5 

On the other hand, a need for constructing covariants for 
crystallographic point groups was realized by Bethe half a 
century ag06

: these are the crystal harmonics, a generaliza­
tion of spherical harmonics, the well-known covariants of 
0(3). 

The above general problem can be formulated more 
precisely as follows. Let X be a unitary character (representa­
tion) of a compact group G acting on a vector space V over 
the field C of complex numbers (V - C dim X). Let, further­
more, q V] be the ring of complex polynomials on V. As an 
infinite-dimensional vector space, q V] can be decomposed 
into the sum of subs paces qv]m of homogeneous polynomi­
als of degree m. The unitary action of G on Vinduces a linear 
action on qV] for which qv]m are invariant subspaces. 
Each qv]m can, thus, be decomposed into isotypical invar­
iant subspaces C [ V] '; which carry the irreducible represen­
tations a of G. The multiplicity of a in C[ V]';, denotedf.lm 
(a, X), is the number of times a occurs in X [m), the mth sym­
metrized power of X. Therefore, the problem of describing 
q V] reduces to (i) finding the multiplicity f.lm (a,x ) and (ii) 
finding f.lm (a,x) linearly independent sets of dim a homo­
geneous polynomials of degree m, each set forming a basis 
for a (see Refs. 7 and 8). 

While the second problem may be answered using the 
projection operator techniques, the first problem is solved by 
calculating the Poincare series. It is a formal power series 

00 

P(a,x;t) = I f.lm(a,X)t m
• (1 ) 

m=O 
For finite groups, with which we will be concerned in the rest 
of this paper, P (a,x;t ) may be shown to converge for suffi­
ciently small t to a rational function 

P (a,x;t) = N (a,x;t )I D (x;t ), (2) 

alpresent address: Physics Department, North Dakota State University, 
Fargo, North Dakota 58105. 

where Nand D are polynomials in t (see Ref. 8). In fact, it can 
be shown8 that they have a general form 

dirnX 

D(x;t) = IT X (1- td,{x)), d;>I, (3) 
;=1 

and 

(4) 

The forms Eqs. (2)-(4) betray a deeper structure ofq V]. 
They are consequences ofthe following important facts.8 

Theorem 1.1: For a given X, the following hold. 
(a) There are precisely dim X algebraically 

independent G-invariant homogeneous polynomials 
8;EC[ V], deg 8; = d;, i = 1,2, ... , dim X, such that qV] is a 
free module over the polynominal ring q81,8z,···,8 dimX]' 

(b) Each qV]a=ffi,';;=o C[V]'; is a free 
q81,8z, ... ,8dimx] module. 

(c) The action of G on the quotient ring 
qV]/(81, ••• ,8 dimx) is isomorphic tOKtimes theregularrepre­
sentation of X (G) [i.e., I (a, X) = Klx) dim a, in Eq. (4)] with 
the basis covariants being homogeneous of degree OJ (a,x ). 

That is, for each irreducible representation a there are 
precisely I (a,x) = K(x)dim a independent basic a-covariant 
?omogeneous polynomial fields b J, deg b J = OJ (a,x ), 
J = 1,2, ... ,1 (a,x), such that every a-covariant polynomial 
field Va can be decomposed as 

I (a,xl 

Va = I qjb J, qjEC[ 81,8z,···,8dim x], (5) 
j=1 

where the coefficients qj are uniquely determined by Va' [By 
a covariant we mean a map Va : V --+Cdim a such that for every 
gEG one has Va 0 i (g) = a(g)o va'] 

The Poincare series have often been calculated. Most 
often physicists were concerned with the invariants and they 
have calculated corresponding Poincare series (also called 
Molien functions9) for irreducible representations of three­
dimensional point groupslO--I3 and for some irreducible re­
presentations of a space group.14 A general procedure for 
calculating Molien functions for irreducible representations 
of space groups has also been developed. 14,15 Furthermore, 
Poincare series for covariants of ordinaryl6-19 and spin re­
presentations of three-dimensional point groups, zo as well as 
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for magnetic point groups,21 have been calculated. The Poin­
care series (as well as some other interesting generating func­
tions) have also been calculated for representations of com­
pact Lie groups22 and the topic has been reviewed recently. 23 

However, in most of the above-cited work very little 
attention is paid to general relations among Poincare series 
of a group.24 For example, in Ref. 17 it is pointed out that for 
irreducible characters a and X, the series must satisfy 

I dim a P(a,x;t) = (1 - t) - dim X, (6) 
a 

but there remain unanswered some obvious questions. For 
example: Is it an accident that very often for a group and a 
given X the polynomials N (a,x;t ) are symmetrical around a 
given power (which depends only on X )? Or when the above 
is not the case, like for the r2 and r3 representations of the 
tetrahedral group T, is there any significance in the fact that 
there are some simple relations among the series [e.g., 
N(rI,r3;t) = t 2N(r3,r2;t -I) for T, in the notation of Ref. 
17]? Or why for the vector representation of the full cubic 
group a h all the series are either even or odd? The remainder 
of this short paper is concerned with precisely such ques­
tions. 

It will be first shown in the next section how the the 
Poincare series for reducible representations can be calculat­
ed from the series for irreducible ones using the Clebsch­
Gordan coefficient. From thereon only the series for irredu­
cible characters will be considered. First, the results which 
answer the first two of the above-mentioned questions will be 
derived. Then, some simple results based on the center of G 
and on the kernel of X will be deduced. Sec. III will be con­
cerned with some deeper results based on a notion of p-phase 
of a relative to X. 

II. SIMPLE RESULTS 

The Poincare series [Eq. (1)] can be generalized to the 
case when both representations are reducible: a = a I al a 2 
and X = XI alX2' In that case ,um(a,X) is the intervening 
number for a and X [m] , 

,um (a,x) = ([ tr a(g)] * [tr X[mJ(g)] ), (7) 

where we used ( ... ) to denote the group average. Clearly, 
trIa I al a z) = tr a I + tr a 2 and ,um (a,x) = ,um (a I'X) 
+ ,um(a2,X). Consequently, 

P(al ala2,x;t) = P(al,x;t) + P(a2,x;t), (8) 

and it suffices to consider irreducible a = a (see Ref. 25). 
On the other hand, it is well known8 that tr X 1m] is gen­

erated by det (1 - tx ) - I and 

P (a,x;t) = (tr a(g)* det [1 - tx (g)]-I). (9) 

Using this equation and det( 1 - tX) 
= det (1 - txtl det (1 - tX2) for X = XI al X2' we write 

P (a,x;t) = « [tr a*(g)] det [1 - tx I(g)]-I 

XOgg, det [1-tX2(g,)]-I», 

with an obvious notation. We define Ogg' = Og'g by 

(OggF(g') = F(g), 

(10) 

(11) 

for every function F (g) defined on the conjugacy classes of G. 
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Owing to the orthogonality relations among irreducible uni­
tary characters of G, Ogg' can be represented as 

Ogg. = I[tr.B*(g)](tr .B(g')]. (12) 
iJ 

Substituting this expression into Eq. (10) and using the 
Clebsch-Gordan series, yx.B = ~aC~.iJ a, leads t026 

P(a'XI alX2;t) = ~ ~ ct,iJ P(Y,XI;t)P(jJ,Xz;t). (13) 
/3 r 

Equations (8) and (13) demonstrate that the Poincare 
series for reducible representations a and X can always be 
expressed in terms of the series of their irreducible compo­
nents a and X. Therefore, in the remainder of this paper we 
will consider only irreducible representations and corre­
sponding P (a,x;! ). 

Starting from Eq. (9), it is easy to derive the following 
identity27 : 

P(a,x;t) = (- t)dim X PIa detX,X *;t- I
). (14) 

This, via Eq. (3) and 

D (i *;t -I) = D (i;t -I) = ( - tj-dimXt - 'WD (i;t), (15) 

leads to 

N(a,x;t) = t rtXW(a det X,X *;t -I), (16) 

where r(f) = ~1::n dj{i) - 1] (when the image of Gunder 
X is a reflection group, r equals the number of reflections). 
Consequently, the degree of N(a,x;t) cannot exceed r(f). 
Furthermore, when X-X * and a det X - a, which is often 
the case, or when a det x-a*, Eq. (16) implies thatN(a,x;t) 
is a polynomial symmetric around the power ~r(i). These 
two remarks, which also hold for reducible a and X, com­
pletely answer the first two questions raised at the end of Sec. 
I. 

To proceed with other simple results, let us denote by 
X (G) the image of G under X, 

x(G) = Imx(G). (17) 

That is, X (G) is the group of matrices representing Gunder X. 
Therefore, in deriving results pertinent to the G-action on V 
the only memory of G is through X (G), which is isomorphic 
to the quotient group G IKerG{i) [KerG(i) is the kernel of 
X, i.e., it is the largest subgroup of G such that 
Imx(KerGx) = 1]. In particular, we have the following. 

Lemma 2.1: C( V] can carry only these representations a 
of G which are also representations of X (G) such that 
KerG (a);;;> KerG (i ). 

An immediate consequence of this lemma is the follow­
ing corollary. 

Corollary 2.1: If P(a,x;t )#0 then KerGa;;;>KerG(i)· 
The same conclusion could have been reached by ob­

serving that a symmetrized power of an identity matrix is 
another identity matrix. This line of reasoning leads us to 
consider the center of G, Ctr(G): it is the largest subgroup of 
G whose elements commute with all elements of G; it is an 
invariant subgroup of G, Ctr(G ),;;JG; it is also abelian. It is an 
immediate consequence of Schur's lemmas that elements of 
Ctr( G) will be represented by matrices proportional to the 
identity matrix in any irreducible representation X. Hence, 
an observation that a symmetrized power of a scalar ( = ma-
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trix proportional to any identity matrix) is another scalar, 
results in some further and more refined results analogous to 
Corollary 2.1. 

Since Ctr(G) is abelian and its representation under X is 
scalar (essentially one-dimensional), X [Ctr(G)] must be iso­
morphic to a cyclic group Ce(X I' cU') being a divisor of 
ICtr(G)1 = order of Ctr (G) (see Refs. 28 and 29). Conse­
quently, the mth symmetrized power of X [Ctr( G )] is isomor­
phic to a cyclic group of order c(X )/gcd(cU' I,m), 

X [Ctr(G)] [mJ - Cc(xl/gCd(c(XI.ml' (18) 

where gcd(x,y,z, ... ) denotes the greatest common divisor of x, 
y, z, ... . This verifies the following lemmas. 

Lemma 2.2: (a) D (X;t) is a polynomial in t elxl, 
D (X;t) = D '(X;t c(X I) [that is, cU') is a divisor of each di (X), 
i = l, ... ,dim X' cf. Eq. (3) and Theorem 1.1.J; (b) if 
P(a,x;t )#0 then cia) is divisor of c(X); and (c) there exists an 
integer n(a), O.;:;n(a) < cia), such thatN (a,x;t ) is a polynomial 
in t e(xl times t n(ale(xl/c(al, N (a,x;t) = t n(a)C(xI/e(al N'(a,x;t e(XI) 

[that is, each OJ (a,x ),} = 1, ... ,1 (a,x), is equalto n(a)c(X )/c(a) 
modulo c(X), cf. Eq. (4) and Theorem 1.1]. 

An immediate corollary is the following. 
Corollary 2.2: If P (a,x;t) #0 then cia) divides cU') and 

N '( ~ ~. e(X I) 
P (a X· t ) = t n(alc(xl/c(al a,x,t. , O.;:;n(a) < cia). 

, , D '(X;tc(XI) 
(19) 

It is clear at this point that one could make Corollary 
2.2 [e.g., n(a)Jmore precise. However, it is also clear that the 
main ingredient in deriving this corollary is the fact that 
Ctr(G) is represented by scalars in X. Thus, we could obtain 
finer results by considering the subgroup of all scalars in 
X (G) which obviously includes X [Ctr(G )]. This is the line 
which we will pursue in the next section. 

III. CENTERER AND p-PHASE 

Following the motivation of the previous section let us 
focus on the group of all scalars in X (G). Since X is irreduci­
ble, this group is the center of X (G ).lts inverse image under i 
we will call the centerer of X and we will denote it by Zer G (X ): 

ZerGU' )_ 1m; 1 {Ctr[x (G I]). (20) 

That is, ZerG(X) is the largest subgroup of G such that its 
elements are represented under X by scalar matrices. 

It is straightforward to prove the following properties 
ofZerGU' ): 

ZerGU' )r;;;.KerG(X); 

ZerG(X )r;;;.Ctr(G); 

ZerGU' ).qG. 

(21) 

(22) 

(23) 

Furthermore, it can be seen, just as in the case of Ker G U' ), 
that the definition is "good," i.e., ZerG(X ) is independent of a 
particular realization of X within its equivalence class. In 
fact, Zer G U') can be easily determined directly from the 
character tables: 

ZerGU')= !g:gEG,ltr[x(g)]1 =dimxl. (24) 

Therefore, we see that Zer G U' ) is a natural next step from 
KerGU' ).30.3) 

Since Ctr [X (G)] is an abelian, scalar matrix group it 
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must be a cyclic group 

Ctr[x (G)] -Cp(X1 (25) 

of order (period) 

PU') = I Ctr [X (G)] I = IZerGU' )lKerGU' )1· (26) 

It can be written as 

Ctr[x (G)] = !z(X Vlj'~L zU'), = e21Tilp(Xl. (27) 

Therefore, following a similar argument that led to Corol­
laries 2.1. and 2.2. we find the following lemma. 

Lemma 3. 1: IfP(a,x;t )#Othen KerG(a»KerG(X land 
ZerG(a»ZerG(X ). 

Let us now consider g),g2Elmx- 1 [z(X)] and let us as­
sume that the conditions of Lemma 3.1. are fulfilled. Then 
a(g)) and a(g2) are also scalars. Furthermore, for every in­
teger n, g7 gifXI - nEKerG(X ).;:;KerG(a), implies 

a(g tlna(g2)p<x 1- n = 1. (28) 

In particular, taking n = ° and 1, one finds a(gtl = a(g2) and 
a(gl)p<xl = 1. Therefore, there exists an integer n(a,x), 
O.;:;n(a,X) <p(X), such that 

a 11m; 1 [zU' )]j = ! z(X t(a,x I 1 (29) 
and we say that a has a definite p(X i-phase with respect to X' 
namely, n(a,X). The phase can easily be determined from the 
character tables.32 

We are now in the position to generalize Lemma 2.2. 
Lemma 3.2: (a)D U';t) is a polynomial in t Plxl, D (X;t) 

=15 (X;t Plx I) [that is, p(X) is a divisor of each di U' ), 
i = 1 , ... ,dim X J; and (b) N (a,x;t ) is a product of t n(a.x I and a 
polynomial in t Plxl, N(a,x;t) t n(a.x!N(a,x;tP(X I) [that is, 
each o}(a,x ),} = 1, ... ,1 (a,x ), is equal to n(a,x ) modulo p(X )]. 

Therefore, we have the corollary which generalizes 
Corollary 2.2. 

Corollary 3.1: If P (a,x;t) #0 then there exists n(a,x ), 
O.;:;n(a,X) <p(X), such that 

P(a,x;t) = t n(a'XI[N(a,x;tP(xI)l15 (X;tp(xI)]. (30) 

It can be verified that Eq. (30) does not contradict Eq. (19) 
since cU' ) divides PU' ). 

The main results of this paper are Lemma 3.1. and Cor­
ollary 3.1 which answer the last question of Sec. I. In the 
remainder of this section we will show how these results may 
be used to relate the Poincare series P (a,€X;t ) to the Poincare 
series for P (a€ - q,x;t), q = I, ... ,p(€), € being a linear (one­
dimensional) character. The formula we seek to prove is 

p(EI 

P(a,€X;t)= I.9[qmodp(€)]p(a€-q,X;t), (31) 
q~l 

where the projector .9 [q mod p(€)] picks the powers 
q mod p(€) out of a power series. The sum need extend only 
over these q for which KerG(a€-q»KerG(X) and 
ZerG(a€ - q»ZerGU')· 

The first step in deriving Eq. (31) is 

P(a,Ex;t) = I (tr[,8(g)]P(ax,8,x;€(g)t), (32) 
/3 

which follows from Eqs. (9) and (12) and the fact that €(g) is a 
scalar (complex number). On the other hand, using the origi­
nal definition [Eq. (1)] one easily verifies that the terms 
which survive in Eq. (32) are only those for which,8 = € - q, 
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q = 1,2, ... ,p(l). Thus, 
P(l) 

P(a,lx;t) = I (l- q(g)P(al- q,x;l(g)t ). (33) 
q~1 

The next step is to observe that 
1 pll) 

(F [l(g)]) = -A I F [e21TiaIPll)]. (34) 
PtE) a~ I 

Furthermore, it follows from Lemma 3.1 that P (al - q,x;t ) is 
identically zero unless KerG(al-q»KerG(i) and 
ZerG(al- q»ZerG(X). Therefore, by applying Eq. (34) to Eq. 
(33), we arrive at the result [Eq. (31)]. 

In order to illustrate the relationship [Eq. (31)] we con­
sider the octahedral group O. The Poincare series for this 
group have been calculated in Ref. 17 whose notation we 
adopt. Let us take X = rs and E = r 2. Using the character 
tables we find r 2r S = r 4 , P(r2) = 2 and r 2- I = r 2. Thus, 
Eq. (31) reduces to 

P(a,r4;t) = f!lI [0 mod 2]P(a,rs;t) 

+ f!lI [1 mod 2]p(ar2,rs;t). (35) 

Let us first take a = rl' From Ref. 17 we find p(rl,rs;t) 
= 1/(1 - t 2)(1 - t 3)(1 - t 4) and p(r2,rs;t) = t 6

/ 

(1- t 2)(1- t 3)(1_ t 4) so that Eq. (35) leads to p(rl,r4;t) 
= (1 + t 9)/( 1 - t 2)( 1 - t 4)( 1 - t 6) as is indeed the case. If 

we now take a = r3 and observe that r 3r 2 = r3 we find 
usingEq. (35)P (r3,r4;t ) = P (r3,rs;t ). Theright-handsideis, 
cf. Ref. 17, (t2+t4)1(I_t2)(I_t3)(I_t4) which needs 
to be written with the denominator of P (r1,r4;t) to get 
P (r3,r4;t) carrying the information on r3 covariants of 
r 4:p(r3,r4;t) = (t 2 + t 4 + t S + t 7)/(1_ t 2)(1 - t 4)(I-t 6

). 

One can similarly determine all P (a,r4;t) using Eq. (35). 
In all the cases N (a,r4;t) is symmetric around the power 
~ which, as explained in previous section, is due to the 
fact that r:-r4,det r 4 = r 1= 1 and r(r4) = (2 - 1) 
+(4-1)+(6-1)=9. 

IV. CONCLUSIONS 

We showed in this brief paper how various characteris­
tics of Poincare series can be understood on the basis of 
structure of irreducible images of a group. In particular, we 
showed that an important role is played by the center of an 
image and, consequently, by its inverse image which we 
called the centerer. For example, we proved that all a-covar­
iants which can be constructed from symmetrized powers of 
X must have a definite p(i )-phase, i.e., a definite degree mod­
ulo p(X ). Furthermore, we exemplified a use of the results of 
this paper to derive a formula for relating the Poincare series 
P (aix;t )withtheseriesP(al-q,x;t), q = 1, ... ,p(l), whenever 
l is a linear character. 
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'8 Although some of the results will be generalizable to infinite, compact 
groups we again emphasize that all the groups we consider are finite. 

'9Since Ctr(G) is abelian and finite it can be decomposed into a direct pro­
duct of cyclic groups; Ctr(G) = Cn, XCn, X ... , with ICtr(G)1 = nln,···. 

Therefore, a one-dimensional (scalar) representation ofCtr(G) must be iso­
morphic to a cyclic group of order ctX) which is a divisor of 
Icm(n l,n2 , •.. ) = the least common multiple ofnl,n" .... 

30Since G is finite, one easily shows that Ctr(G) = n"Zerc(a). 
31For example, Ctr SU(N) = CN. In its adjoint representation 

ZerSUIN ) = CN' Kersu )!,,) = Cl" 
"Consider, for example X = E for D3h [Table 4-17 in M. Hamennesh, 

Group Theory and its Application to Physical Problems (Addison-Wesley, 
Reading, MA, 1962)]. Ctr(D 3h ) = c, ~ C,' Zer D" (E H) = C, Ker D" (E H) 

= C,. Now take a = E' for which ZerD,JE') = KerD,,(E') = C, so the 

conditions of Lemma 3.1. are fulfilled. Then n(E ',E H) = o. Similarly, 
n(A ;,E H

) = I, etc. 
330ne can project out from any power series F(t) the part which contains 

only powers n mod p using the projector 9'[n modp] defined by 
9'[n mod p] F(t) = (I/p) .l:f~ I e -'~ijnIPF(e'~ij/Pt). 
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r. INTRODUCTION 

Lie superalgebras and Lie supergroups have been uti­
lized extensively in physics. 1 In those theories, Grassmann 
algebras play an important role. In fact, the theory of super­
manifolds and supergroups are formulated on the basis of 
Grassman algebras.2

-6 They have been also used in describ­
ing Fermi systems.7 Ohnuki and Kamefuchi8- 11 have intro­
duced generalized Grassmann numbers and generalized 
Bose numbers to describe para-Fermi and para-Bose sys­
tems. They also considered the groups parametrized in these 
numbers. 

On the other hand, Rittenberg and Wyler I2
•
13 tried to 

go beyond supersymmetry and introduced color algebras 
and color superalgebras. Their concept was beautifully for­
mulated as generalized Lie algebras by Scheunert l4 (see also 
AgrawalaI5

). The supersymmetry in his sense is considered 
to be the most general with respect to the concept of commu­
tativity. We call the (associative) algebras with this general­
ized supersymmetry the u-commutative algebras and adopt 
them as a basis of our theory. It is interesting that a u-com­
mutative algebra has appeared in a quark confinement mod­
el l6 (see example 2.3). 

In the present work we shall develop the theory of ma­
trices whose entries are elements of a u-commutative algebra 
(matrices with u-symmetric parameters) and study the alge­
bras and the groups consisting of these matrices. 

The paper is organized as follows. In Sec. II, we give 
some fundamental concepts which are basically formulated 
by Scheunert. In Sec. III, we define the (super) determinant 
of a matrix with u-symmetric parameters and give its basic 
properties. Our definition is a generalization of Leites, 17 Oh­
nuki and Kamefuchi,8 and Rittenberg and Wyler. 12 In Sec. 
IV, we study the groups of matrices with u-symmetric pa­
rameters and their Lie algebras. In Sec. V, we give a natural 
way to associate a superobject with a u-symmetric one. 

We hope that this work will be a first step to the general­
ization of the theory of supersymmetry. 

We express our thanks to the referee who helped us to 
correct some errors contained in the original version of this 
paper. 

II. u-SYMMETRY (GENERALIZED SUPERSYMMETRY) 

Let k be a field whose characteristic is not equal to 2 and 
let G be an abelian (additive) group. 

Definition 2. I: A mapping u: G X G--..k is a sign (com­
mutation factor in terms of Sheunert 14) of G, if u satisfies 

(i) u(a + (3,y) = u(a,y)u( (3,y), 

(ii) u(a, (3)u( (3,a) = I, 

(2.1) 

for any a, (3, YEG. The pair (G,u) is called a signed group. 
A base field k and a signed group (G,u) are fixed 

throughout this paper. It is easy to see that u(a,a) is either 1 
or - 1 for any aEG. An element a of G is called even (resp. 
odd),ifaia,a) = 1 (resp. - 1). Here Go (resp. G1)denotesthe 
set of all even (resp. odd) elements of G. When G1 = 0, Gis 
called even. Here Go is a subgroup of G of index at most 2 and 
we have G = Go U G 1 (disjoint union). 

A G-graded (associative) algebra A = ~ oEGAa over k is 
called u-commutative or u-symmetric, if 

ab = u(a, {3 )ba 

holds for any a, {3EG and aEA a' bEA p' 
Let V = ~ aEG Va be a G-graded vector space over k. 

Let T ( V) be the tensor algebra of Vover k and Ibe the ideal of 
T ( V) generated by the elements of the form 

x ® y - uta, (3) . Y ® x, 

where a, (3 E G and x E Va' yE V p' The quotient algebra 
U(V) = T(V)/Iis u-commutative and is called the u-sym­
metric algebra of Vover k. 

Let A and B be two G-graded algebras over k. The G­
graded vector space 

A ®kB= ~aEG(~P+r~a(Ap ® pBr)) 

is a G-graded algebra, if we define the multiplication by 

(a ® b He ® d) = u({3,y)(ac ® bd) 

for {3, yEG and aEA, bEEp, cEAr , dEE. The algebra A ® kB is 
called the graded tensor product of A and B over k. If A and B 
are u-commutative, so is A ® kB. 

Example 2.2: Let G = Z2 ~ ... ~ Z2 be the direct sum of 
I copies of Z2 = Z /2Z. Let i = (0, ... ,0, 1,0, ... ,OjEG be the ith 
unit vector. If we define u( i,j) to be 1 or - 1 for all i, 
j = I, ... ,/with i<j, ucan be uniquely extended to a sign ofG. 
Let V = ~ V; be a G-graded vector space over the real num­
ber field lR such that Vi is a one-dimensional vector space 
over lR with a generator of grade i. The u-symmetric algebra 
U (V) of V over lR is the generalized number system of Oh­
nuki-Kamefuchi. 8.9 
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Example 2.3: Let n be a positive integer. Let G = Zn 
EEl ... EElZn be a direct sum of2/copies ofZn =Z/nZ.Define 
a sign ofGby 

at · .) - {eXP(21Tf=1/n), ifj - i = I, 
I,} -

1, otherwise, 
for i,j = 1, ... ,21 with i<j, where i is the same as in Example 
2.2. A G-graded vector space V is also defined in the same 
way as in Example 2.2. Then the IT-symmetric algebra U (V) 
of V is the operator algebra appeared in the theory of quark 
confinement in SU(n) gauge theory by 't Hooft. 16 

Example 2. 4: The quaternion field 1HI is considered to be 
a IT-commutative algebra over R as follows. Let [ l,i,j,k I be 
the usual basis of 1HI. Let G = Z2 EEl Z2 and define a sign IT of G 
by a((/,m),(n,p)) = ( - l)mn -lp for I, m, n,pEZ2 • The grada­
tion of 1HI is given by g( 1) = (0,0), g(i) = (1,0), g(j) = (0,1) and 
g(k)=(I,I). 

Definition 2.5: Let Fbe a IT-commutative algebra over k. 
A G-graded algebra L = EEl aEGLa over k with bilinear oper­
ation (.,.) is called a G-graded Lie IT-algebra over F, if the 
following hold: (i) L is a G-graded left F-module, that is, 
aX ELa + {3 for any a, {3EG and aE Fa' XE L{3; 

(ii) (aX,Y) = a(X,Y), for any aEFandX, YEL; 
(2.2) 

(X, Y) + IT(a, {3 ) ( Y,x) = 0, for any a, {3EG and (iii) 

XELa , YEL{3; (2.3) 

(iv) IT(y,a) (X, (Y,Z » + IT( {3,yj(Z,(X,Y» 

+ a(a,{3)(Y,(Z,x» = 0, 

for any a, {3, YEG and XELa , YEL {3' ZEL y • 

If the characteristic of k is 3, we need to add the identity 
(X, (X,x » = O. Our definition above is a combination of 
Sheunert's generalized Lie algebra 14 and Rogers' graded Lie 
module. 6 Let a,{3EG and aEF{3' XELa , YEL. Then by (2.1)­
(2.3) we easily have 

(X,aY) = IT(a,{3)a(X,Y). 

In this sense the operation (.,.) is F-bilinear. 
The identity element of G is always denoted by O. For a 

G-graded Lie IT-algebra Lover F, the component La of grade 
o of L is an (ordinary) Lie algebra over k and called the Lie 
part of L. 

Definition 2. 6: A mapping ifJ: G X G_k '\ [0 I is called a 
factor system (multiplier in terms of Scheunert l4

) on G, if it 
satisfies 

(i) ifJ (a, {3 + y) ifJ ({3,y) = ifJ (a, {3) ifJ (a + {3,y), 
for any a, {3, YEG, 

(ii) ifJ (0,0) = 1. 

It follows from (2.4) that 

ifJ (a,O) = ifJ (O,a) = 1, 

(2.4) 

(2.5) 
ifJ (a, - a) = ifJ ( - a,a) = ifJ (a, {3) ifJ ( - a,a + {3), 

(2.6) 
for any a, {3EG. 

As is well-known, if a factor system ifJ on G is given, we 
can construct a G-graded IT-commutative algebra 
C = EEl aEG C a over k, called the crossed product of k and Gas 
follows: Ca is a one dimensional vector space over k with a 
generator Ua of grade a. The multiplication in C is given by 
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ua ,u{3 = ifJ(a,{3)ua + {3' 

for a, {3EG. By (2.5), ua is an identity element of C. The fol­
lowing is due to Scheunert. 14 

Proposition 2. 7: Let (G,lT) be an even signed group and 
assume that G is finitely generated. Then there is a factor 
system ifJ on G such that 

IT(a, {3) = ifJ (a, {3)/ ifJ ({3,a), 

for a, {3EG. Moreover, if IlT(a, {3)1 = 1 for all a, {3EG, we can 
choose ifJ so that lifJ (a, {3)1 = 1 for all a, {3EG. 

For the later use we extend the signed group (G,lT) as 
follows. Let 

G=GEElZ2 

and define a sign (j of G by 

U((a,m),({3,n)) = a(a,{3)( - l)mn, 

for a, {3EG and m, nEZ2• 

III. SUPERDETERMINANT 

(2.7) 

(2.8) 

In this section F = EEl aEGFa is a G-graded IT-commuta­
tive algebra over k wih identity element 1. 

A finite set I is called a G-set, if it is linearly ordered and 
a gradeg(i)EG is assigned to every element i of I. LetIbe a G­
set. Another G-set - I = [ - i; iEII is defined in such a way 
that - i < - j ifj < i andg( - i) = - g(i) for i,jEI. A subset 
1/ of I is a G set with the order and the gradation of I restrict­
ed to 1/. Here II I denotes the cardinality of I. We also define 
g(I) = !.jEI g(i). 

Definition 3.1: Let I and J be G-sets and let aEG. 
A II I X IJ I matrix M = (M}) over F is called an I XJ matrix 
over F of grade a, if 

MiEFg{jl_ g{;l+a' 

for every iEI andjEJ. An I XJ matrix over F of grade 0 is 
most important and is called simply and I X J matrix over F. 

Let I, J, and K be G-sets and let a, {3EG. Let M be an 
I X J matrix over F of grade a and N a J X K matrix over F of 
grade {3. Then the product MN is an I XJ matrix over F of 
grade a + {3. For an elementf of F of grade YEG, we define 
the scalar multiplicationsjM and Mfby 

(jM)i = IT(g(i),ylfMi and (Mf)} = IT(g(j),y)Mif 
(3.1) 

Then the natural associativity properties are fulfilled and 

jM = IT(y,a)Mf 

holds. Therefore we have the following. 
Proposition 3.2: The algebra of all II I X IJ I matrices over 

Fis a G-graded algebra over F, in which the I Xl matrices of 
grade aEG form the homogeneous component of grade a. It 
is a G-graded Lie IT-algebra over F with operation (") de­
fined by 

(M,N) = MN - ala, {3 )NM 

for I Xl matrices M and Nof grade a and{3, respectively. 
The G-graded Lie IT-algebra in Proposition 3.2 is called 

the general linear Lie IT-algebra of degree lover F and is 
denoted by gi(I,F). The Lie part of gH(I,F), that is, the Lie 
algebra of I Xl matrices over F (of grade 0), is called the 
general linear Lie algebra of degree I with parameters in F, 
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and is denoted by gl(/,F). Note that there is the canonical 
isomorphism of F ® k gi(/,k) onto gI(/,F) which sends f ® M 
tojM. 

A G-set I is called even (resp. odd ), if the grade of every 
element of I is even (resp. odd). If / is either even or odd, I is 
called unmixed. An I X J matrix over F (of grade 0) is called 
even (resp. odd, unmixed), if IuJ is also. 

We shall define the determinant first for odd matrices, 
next for even matrices, and finally we shall unify them. 

Let I and J be G-sets with II I = IJ I. Assume that J is 
odd. Let x) UEJ) be indeterminates of grade gU) and let 
k [x] = k [x);jEJ] be the u-symmetric algebra generated by 
x) UEJ) over k (the u-symmetric algebra of the vector space 
with basis [x);jEJ J over k ). 

Definit;on3.3:Thedeterminant det M of an I XJmatrix 
MwithJodd is defined by the equation inF[x] = F® kk [x], 

I II M~(I}X11j11 = det M'IIx i, 
'IT iEl jEJ 

where 1T ranges over all the bijections of I to J, and lljE/ and 
lljEJ mean the ordered product, for example, lljE JX) = x)'x), 

... x)" if J = ! jl,j2, .. ·,jn ) andjl < j2 < '" < jn· 
Next, let J be an even G-set. Let (G,O') be the signed 

group defined by (2.7) and (2.8). Lety) (jEJ) be indetermin­
atesofodd grade ( gU), l)EGand letk [y] = k [yj;jEJ] be the 
u-symmetric algebra generated by y) (jEJ) over k. 

Definition 3.4: The determinant det M of an I X I ma­
trix M with J even is defined by the equation in 
F[y] = F® kk [y], 

I II M~i) y11j11 = detM'IIyi, 
'IT iEl jEJ 

where 1T, lliEl' lljEJ are the same as in Definition 3.3. 
Our determinants have similar properties to those that 

the ordinary determinants have. 
Proposition 3.5: Let I and Jbe G-sets such that II I = IJ I 

and J is unmixed. Let M be an I X J matrix over F Then we 
have the following. 

(i) detMEFg(I)_ g(J)' 

(ii) Let ioEl and let Land N be I X J matrices such that 
M'? = L l~ + NioforeveryJ'EJandM' = L i. = N i for every 

1 J 1 1 J } 

jEJ and iEl with i =f io. Then det M = det L + det N. 
(iii) Let il and i2 be different elements of I such that 

g(i d = g(i2)' Assume that IuJ is unmixed. If M j = M J for 
every jEJ, then det M = O. 

Proof Since (i) and (ii) are clear by the definitions of 
determinants, we only prove (iii). Assume IuJ is odd and 
il < i2· Let 1Tbea bijection of I toJ. Let 1T' be the bijection of I 
toJ determined by 1T'(id = 1T(i2), 17"(i2) = 1T(;I) and 1T'(i) = 17'(i) 
for i#il' i 2 • Then 

det M· II x) = L II M ~'1x11j'l 
JEJ 1T iEl 

contains a pair of terms 

II M~'lx'*) = ... M~Xk ... M;,xl ... (3.2) 
iE/ 

and 

II M~'(ll x1T'(ll = ... M;'x l ... M~Xk ... , (3.3) 
iEJ 
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We have g(M~Xk) = g(id - g(k) + g(k) = g(id and 
g(M ;'Xl) = g(i2), Hence, if we interchange M ~Xk and M;'x1 

in (3,2), 0( g(fl)' g(i2)) = - 1 comes out Therefore the terms 
(3.2) and (3.3) cancel, becauseM~ = M~ andM~' = M;'. It 
follows that det M = O. The case when IuJ is even is similar. 

Theorem 3.6: Let I, J, and K be G-sets such that 
II I = IJ I = IK I and JuK is unmixed. Let M be an I XJ 
matrix and N a J X K matrix. Then we have 

det MN = det M·det N. (3.4) 

Proof.' Let us assume that IuK is odd (the even case is 
similar). We have 

det M·det N· II Xk = det M'L II N ~Jlx11jJl 
kEK 1T jEJ 

= I detM·II N tn.Jl xmJ1
. 

1T jEJ 

Since giN ~))x11jJl) = gU), the last term is equal to 

X Mi N IL(i)X>1i) (3.5) 
IL(i) vii) , 

where 17' (resp./-l, v) ranges over all the bijections of J (resp. 
I,I) to K (resp. J,K). On the other hand 

det MN· II Xk = L II (L M~ N~i) \v>11} 
kEK v iEl jEJ r 

= L L II M~(i) N~I,~lx>1i), (3.6) 
v p, iEl 

where v ranges over all the bijections of I to K and ji ranges 
over all the (not necessarily bijective) mappings of I to J, If ji 
is not bijective, there are il and i2 in I such that il <i2 and 
ji(il) = ji(i2)' For a bijection v of I to K, let v' be the bijection 
of Ito K determined by V'(il) = V(i2)' rp '(iz) = V(il)' and 
v'(i) = vii) for i=fil,i2. Then the two terms niE1M~(llNf,{'lxv(ll 
and lliEI M~liAxv'(i) in (3.6) cancel in the same way as in the 
proof of Proposition 3.5. Thus (3.6) is equal to (3.5), estab­
lishing the proof of the theorem. 

Let I and J be G-sets and K ' and J' be subsets of I and J, 
respectively. Let M be an I XJ matrix. By an I' X J' minor 
matrix of M we mean the I ' X J' matrix whose (i, j) entry is 
M~ for (i,j)El'XI'. Let ioEl and joE J. The 
(1'\ lio J) X (J '\ Uo J)-minor matrix of M is denoted by 
M (io, jo)· When J is unmixed, we define 

0(1. J';o,jo) = 0( gUo), g(l) - g(J) + gUo) - g(io)) 

X II Eo( g(i), g(io))- II Eo( gUo), gU)). 
J<in j< io 

where E is I or - I according as J is odd or even. 
Theorem 3.7. Let M be an unmixed I XJ matrix with 

II 1= IJ I· Then we have 

L a(I, J,i,j)M~ .detM(i,j) = o~ detM, (3.7) 
jEJ 

for any i, kEl, where 0 is Kronecker's delta. 
Proof: When i = k in (3,7), the usual calculation of the 

terms of det M containing M ~ gives the desired formula. 
When i=fk, Proposition 3.5 (iii) gives the desired equality. 
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Corollary 3.8: Let M be an unmixed I XJ matrix with 
II 1= IJ I· Then Mis invertible ifand only ifdet Mis an inver­
tible element of F. In this case the inverse N of M is a J xl 
matrix given by 

N f = u(I,J,i,j)·detM(i,j).(detM)-I. (3.8) 

Proof: Suppose that det M is invertible in F. Then by 
Theorem 3.7, the matrix N given by (3.8) is a right inverse of 
M, that is, MN = E[, where E[ is the identity I Xl matrix. 
By Theorem 3.5 we have det M·det N = 1. Thus det N is also 
invertible in F (note that a homogeneous one-sided inverse is 
a two-sided inverse in a a-commutative algebra) and hence N 
has a right inverse M'; NM' = EJ. Now we have 
M = M (NM ') = (MN)M I = M I This shows that N is the 
(two-sided) inverse of M. 

An I XJ matrix M is called square if 1= I,ulz, 
J = JluJZ' II and J I are even, I z and Jz are odd, and 
1111 = IJII, IIzl = IJzl· Let A (resp. B C, D) be the II XJI 
(resp. II XJz, IzXJ

" 
IzXJz)-minor matrix of M. In this case 

we write 

(3.9) 

Definition 3. 9: For a square I XJ matrixM over Fofthe 
form (3.9), the superdeterminant sdet M of M is defined by 

{
a, if det A or det D is not invertible, 

sdetM = 
a( g( Jd - g(Jz), g(Jz) - g(Iz)) 

X(detA )(det (D - CA -'B))-I, otherwise 

Since all the elements of Band C are odd and hence 
nilpotent, we see that M is invertible if and only if both A and 
D are invertible. Hence by Corollary 3.8, we have the follow­
ing. 

Proposition 3.10: A square I xJ matrix Mover F is in­
vertible if and only if sdet M #0. 

Theorem 3.11: LetMbe a square I XJ matrix andNbe a 
square J XK matrix over F. Then we have 

sdet MN = sdet M·sdet N. (3.10) 

To prove the theorem we need the following lemma. 
Lemma 3.12: Let I be an even G-set and J an odd G-set. 

Let B be an I X J matrix and C a J X I matrix over F. Then we 
have 

det(E[ + BC)· det(EJ + CB) = 1. (3.11) 

Proof: We first claim that if (3.11) is truefor B = Bland 
B = B z (C is arbitrary), then it is true for B = B, + B z. In 
fact, 

det(E[ + (BI + Bz)C)·det(EJ + C(B, + B z)) 

=det(E[ + BzC(E[ +BIC)-I) 

xdet(E[ +BIC)·det(EJ + CBd 

Xdet(EJ + (EJ + CBI)-ICBz) = 1. 

Therefore to prove the lemma, we may assume that only 
a single (io,jo)-entry of B is nonzero. Then an easy calculation 
shows det(E[ + BC) = 1 + B 70 C Lo and det(EJ + CB) 
= 1 + C loB i? Since B i? C/o = _ C joB i? and (B i? C /o)Z 

10 Jo 10 10 10 Jo 10 '0 

= 0, we find det(E[ + BC ).det(EJ + CB) = 1. 

Pro%/Theorem 3.11: Let 
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M = (~ ~) and N = (~ ~). 
We may assume thatA, D, X, and Ware all invertible; other­
wise both sides of (3.10) are a by the remark before Proposi­
tion 3.10. First assume Z = 0, then 

sdetMN = CI detAX.(det(CY +DW 

- CX(AX)-I(AY +BW)))-I 

= CI detAX.(det(DW - CA -IBW))-I 

= CI det A·det X·(det W)-I(det(D - CA -IB ))-1 

= CICZ detA·(det(D - CA -IB ))-I·detX 

X (det W)-I, 
(3.12) 

where CI = a(g(KI) - g(Kz), g(Kz) - g(Iz)) , and Cz 
= a( g(JI) - g(KI) - g(Jz) + g(Kz), g(Jz) - g(Iz))' Hence 

clcZ = a( g(JI) - g(Jz), g(Jz) - g(Izl}-a( g(Kd - g(Kz), g(Kz) 
- g(Jz)). Therefore, (3.12) is equal to sdet M·sdet N. The 

case B = a is treated similarly. 
Next assume C = Y = O. Then, using Lemma 3.12 we 

have 

sdet MN = CI det(AX + BZ Hdet(DW 

- DZ(AX + BZ)-'BW)))-' 

= CI det(AX + BZ )·(det W)-I 

X (det(EJ, - Z (AX + BZ )-IB ))-I(det D )-1 

= clcZ det(AX + BZ).det(EK , - (AX + BZ)-'BZ) 

X(detD)-I(det W)-I 

= clcZ det AX,(det D )-I(det W)-I 

= clcZc3 detA·(det D )-I.detX·(det W)-I, 
(3.13) 

the general case can be reduced to the above three cases. 
Definition 3.12: For an I XJ matrix Mover F, a 

( - J) X ( - I) matrix M T called the supertranspose of M is 
defined by 

MT = f = u(g(i),g(j) - g(i))MJ. 

Proposition 3.13: (i) For an I XJ matrix M and a J XK 
matrix N, we have 

(MNf=NTMT. 

(ii) For an I Xl matrix M, we have sdet M T = sdet M. 

Proof: The assertion (i) would be proved by an easy cal­
culation. To prove (ii), let 
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be an I Xl matrix expressed as (3.9). Then 

T=(A
T 

C
T

) 
M \J1T DT 

and by (i) we see that A T (resp. D T) is invertible ifand only if 
A (resp. D) is invertible. Thus assuming A andD are inverti­
ble, we have 

sdet M T = det A T.(det(D T _ B T(A T)-IC T))-I 

= detA T.(det(D - CA -IB )T)-I. 

Therefore we may prove (ii) only for an unmixed matrix M. 
Assume that M is odd (the even case is similar). Let Xi and 
y - i (iEl) be indeterminates of grade g(i) and - g(i), respec­
tively, and k [x, y] be the O"-symmetric algebra generated by 
xi,y - i (iEl) over k. In F[x,y] = F® k k [x,y] we have 

detMT'II Xi. II y-i 
iEl -ie-J 

= IIxi.det M T. II y - i 
leI -iE-I 

= L II Xi. II oi g(1T(i)), g(i) - g(1T(i))) 
1T' leI -ie-J 

(3.14) 

where 1T ranges over all the bijections of I to I. Since xiM r" 
y - 17ji) is of grade 0 and commutes with any element ofF [x, y] 
and oi g(1T(i)), - g(1T(i))) = 0"( g(i), - g(i)) = - 1, (3.14) is 
equal to 

L II M~i)X17ji~-i = L II M~"X17ji). II y-i 
rr iel 1T iEl -iE-I 

= detM·II Xi. II y-i. 
ieI -ie-/ 

It follows that det M T = det M. 
Definition 3.14: For anI XlmatrixM over F, the super­

trace str M is defined by 

str M = L oi g(i), g(i))M;. 
iEI 

Proposition 3.15: (i) For an I Xl matrix M, we have 
str M = str MT. (ii) For anI XJmatrixM andJ Xl matrix 
N, we have str MN = str NM. The proof of Proposition 3.14 
is easy and we omit it. 

IV. LINEAR LIE GROUPS AND ALGEBRAS WITH £T'" 

SYMMETRIC PARAMETERS 

Throughout this section k is the real number field or the 
complex number field. 

Definition 4.1: A G-graded algebra F = E9 aEGFa over k 
is called a G-graded Banach algebra, if it satisfies (i) Fa is a 
complete normed space for every aEG (the norm of aEFa is 
written as Ilalll; and (ii) for any a, {3EG and aEFa, bEF {J' 

lIab 1I.;;;lIall·llb II· 
Example 4.2: Let Xi (iEl) be indeterminates of grade 

g(i)EG (I is finite or infinite and is linearly ordered). Let 
k [x] = k [Xi; iEl] be the O"-symmetric algebra generated by 
Xi (iEl) over k. LetK = (ni LEI be a sequence of non-negative 
integers indexed by I such that at most finitely many ni are 
positive and that ni .;;; 1 if g(i) is odd. Then the ordered pro-
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ducts xK = IIiEIx7i, where K ranges over all such sequences, 
form a linear basis of k [x] over k. For a bijection 1T of I to I we 

define the number oiK,1T) by xK = oiK,1T) IIiEI x~it and set 
o(K) = min1T loiK,1T)I. We define a norm IIf(x)11 of 
fIx) = ~KaKxKEk [x] by 

Ilf(x)11 = Lo(K)laKI· 
K 

Let Fa be the completion of k [x L for aEG. Then 
F = E9 aEGFais a O"-commutative G-graded Banach algebra. 

In what follows, F is O"-commutative G-graded Banach 
algebra over k with identity element 1. Let I and Jbe G-sets. 
We define a norm 11M II of an I XJ matrix Mover Fby 

IIMII = CEI~jeJ IIMJI12)1I2. (4.1) 

Proposition 4.3: Let M be an I XJ matrix and N be a 
J X K matrix over F. Then we have 

IIMNII.;;;IIMII·IINII· 

F is called locally finite if Fa is finite dimensional over k 
for every aEG. By proposition 4.3 we have the following. 

Proposition 4.4: The algebra of I Xl matrices over Fis a 
Banach algebra with the norm (4.1). It is finite dimensional, 
if F is locally finite. 

By the general theory of Banach algebras, we can define 
the exponential mapping exp on gl(I,F); for anI Xl matrixM 
over F we define 

00 Mn 
expM= L-' 

n=O n! 
The following theorem would be proved in a similar 

way to the usual case, and we omit the proof. 
Theorem 4.5: For an I Xl matrix Mover F we have 

sdet(exp M) = exp(str M). 

The group of all invertible I X ImatricesM over F forms 
a topological group with respect to the relative topology in 
gl(I,F). It is called the general linear group of degree I with 
parameters in Fand is denoted by GL(I,F). 

Let f§ be a closed subgroup ofGL(I,F). Define 

2'(f§) = (MEgI(I,F); exp tMEf§ for all real numbers t). 

Then 2' ( f§) forms a Lie subalgebra of gl(I,F) over the real 
number field; we call it the Lie algebra of f§ . 

Theorem 4.6: Let f§ be a closed subgroup of GL(I,F) 
and assume that F is locally finite. Then 

(exp Xc··exp Xr;r> 1, XiE2'( f§)) 

is the connected component of f§ containing the identity 
element of f§ . 

The proof of Theorem 4.6 is also standard. For the gen­
eral theory of groups embedded in a Banach algebras, we 
refer to Yoshida. 18 

We give two types of closed subgroups of GL(I,F)' The 
special linear group SL(I,F) is defined to be the group of those 
matrices whose superdeterminants are 1. Let '/Ibe an inverti­
ble ( - I) Xl matrix over F. Let Lop(I,F) denote the group of 
'/I-preserving I Xl matrices over F, that is, 

Lop(I,F) = (MEGL(I,F);M T'/IM = '/I). 
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We define Lie subalgebras sl(I,F) and lop (I,F) of gl(I,F) by 

sl(I,F) = {M E gl(I,F);str M = 0) 

and 

lop(I,F) = {MEgl(I,F);MTIJI+ IJIM=O). 

Easy calculations using Propositions 3.13 and 3.15 show 
that Lop(I,F) forms a group and lop (I,F) and sl(I,F) form Lie 
algebras. 

Proposition 4.7: We have (i) gl(I,F) = 2"(GL(I,F)), (ii) 
sl(I,F) = 2"(SL(I,F)), and (iii) lop (I,F) = 2"(Lop(I,F)). 

Proof (i) is clear, (ii) follows from Theorem 4.5, and (iii) 
can be proved by using the formula IJI (exp M ) IJI- I 
= exp(IJIMIJI- I

). 

Let 2" be a Lie subalgebra of gl(I,F). Then 2" is called 
well-parametrized in F, ifthere is a free G-graded submodule 
lL of ga (I,F) over F such that 2" = gl(I,F )nlL, in other words, 
there is a set {ei ) of homogeneous elements of ga (I,F) such 
that the ei's are linearly independent over F and 

2" = E!) iF _g(,,·ei, 

where g(i) is the grade of ei. A closed subgroup of f§ of 
GL(I,F) is called well-parametrized inF, ifso is the Lie alge­
bra of f§. 

The algebras gl(I,F) and sl(I,F) are well parametrized. 
The algebra lop (I,F) is well parametrized if all the entries of IJI 
are in the base field k. 

Let L = E!) aEGLa be a G-graded Lie a-algebra over k 
(not over F, see Definition 2.5). Assume that L is finite di­
mensional over k. Then by the generalized Ado theorem 
(Theorem 3 ofScheunert 14), L has a faithful graded represen­
tation in some finite dimensional G-graded vector space V 
over k. Let I = {iJ be a homogeneous basis of V. This I can 
be considered to be a G-set and L is regarded as a graded 
subalgebra of gl(I,k ). Let lL = F ® kL and 2" = E!) aEG (F - a 
® kLa)' Then lL and 2" are, naturally, subalgebras of F ® k 

ga(I,k) = ga(I,F) and of gl(I,F), respectively. We clearly have 
2" = gl(I,F)nlL and so 2" is well-parametrized in F. Thus, 
we have the following. 

Proposition 4. 7: Let L be a finite-dimensional G-graded 
Lie a-algebra over k. Then 

2"= E!)aEG(F- a ®kLa) 

is considered to be a well-parametrized Lie subalgebra of 
gl(I,F) for a suitable G-set I. 

Let Land 2" be as in Proposition 4.7. Define 

f§ = {exp XI'" exp X r ;r;;.l, X i E2" J. 

Then f§ isasubgroupofGL(I,F). Though f§ is not necessar­
ily a closed subgroup, we may be permitted to say that f§ is 
the Lie group with parameters in F associated with L. 

v. SUPERIZATION 

Let Fbe a a-commutative G-graded algebra with 1. In 
this section G is assumed to be finitely generated. 

Let (0,0') be the extended signed group defined by (2.7) 
and (2.8). Define a mapping E: G--Z2 by E(a) = (1 - a(a,a))/ 
2 for aEG, that is, a(a,a) = ( - 1)E(a). Then E is a homomor­
phism of groups. Set 

G' = [a' = (a,E(a));aEG J, 

3372 J. Math. Phys., Vol. 25, No. 12, December 1984 

then G' is a subgroup of ° isomorphic to G. Letting 
a' = 0'1 G' x G' , (G ',a') is an even signed group. By Proposition 
2.7 there is a factor system ¢ on G' such that 

a'(a', (3 ') = ¢ (a', {3 ')I ¢ ({3' ,a'), 

fora',{3'EG '. Let C = E!) a'EG' k·ua, be the crossed product of 
k and G' with respect to the factor system ¢. Since (G,a) and 
(G ',a') are embedded in (0,0'), F and C are considered to be 0'­
commutative G-graded algebras in an obvious way. The 
graded tensor product F ® k C is au-commutative G-graded 
algebra and all the (associative) algebras in this section are 
regarded naturally as its subalgebras. Let Fbe the subalgebra 
of F® kC given by 

F= E!)aEG(Fa ®u_ a ,), 

where a' = (a,E(a)). Now F is not only a G-graded algebra 
but also a supercommutative Z2-graded algebra in the fo.!: 
lowing way. Let us identify the subg~oup {(O,O),(O, 1)) of G 
with Z2' Since a + ( - a') = (O,E(a)), Fis Z2-graded algebra 
with the even component E!) aEG

o 
(Fa ® U _ a') and the odd 

component E!) aEG, (Fa ® U _ a')' SinceF ® k C is O'-commuta-
tive, F is supercommutative. __ 

Let I be a G-set. We define a Z2-set I = {i; iEl J as fol­
lows: l <] if i < j and gIl) = E( g(i)) = (O,E( g(i))). Now let UI 

be the I X I matrix over F ® k C defined by 

(UI ~ = 0; ® Ug'(ii' 

for i,jEl, whereg'(i) = ( g(i), E( g(i)))EG'. Then UI is an inverti­
ble square matrix satisfying 

UrU_ I =2, 

where 2 is a ( -I)X( -I) matrix given by 

2 = J = oJa( g(i), g(i))¢ (g'(i), - g'(i))uo· 

For an I xJ matrix Mover Fwe set 

M= UI-IMUJ • 

(5.1) 

(5.2) 

Here M is an I X"] matrix over F, that is, a matrix with super­
symmetric parameters. We call M the superization of M. A 
calculation [using (2.6)] shows 

M J = a( g(i), g(j) - g(i)) ¢ ( g'(i), g'(j) - g'(i))-I 

XMJ ® ug'(Jl- g'(i)' (5.3) 

The following is easily proved by the definition of superiza­
tion, Theorem 3.11, and Proposition 3.15. 

Proposition 5.1: For an I Xl matrix over F we have 

(i) sdet M = sdet M, 
(ii) str M = str M. 
From now on we assume that k is the real or the com­

plex number field and F is a (a-commutative) G-graded Ban­
ach algebra. Moreover, we assume that a satisfies the condi­
tionla(a,{3)1 = lforalla,{3EG.Then,la'(a' ,.8')1 = lforall 
a',{3'EG', and thereforethefactor system¢ also~an be cho­
sen so that I¢ (a', {3')1 = 1 foralla',{3'EG'. Thus Fbecomesa 
G-graded Banach algebra with the norm 

Ilxa ®u_a,1I = Ilxall, 

for xaEFa. 

Proposition 5.2: For an I Xl matrix Mover Fwe have 
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expM = expM. 
Definition 5.3: Let f1 be a closed subgroup of G (I,F) and 

!L' a Lie subalgebra of gl(I,F). Then f1 = U /- 1 f1 U/ is a 
closed subgroup ofGL(I,F) and !L' = U /- I!L' U/ a Lie sub­
algebra of gl(l,F). They are called the superizations of f1 and 
!L', respectively. 

We define gIG (i,F) to be an algebra of those matrices N 
in gl(J,F) that satisfy 

N ~EFgjj) _ gjJ] = Fg(i) - g(j) ® ug'(}l- g'[l}" 

In general, for a subset f1 of gl(l,F), we write f1 G for gIG (I,F) 
nf1. For example sIG(I,F) = gIG (I,F)nsl(I,F). 

Proposition 5.4: We have 

(i) gl(I,F) = gldI,F), GL(I,F) = GLG(I,F), 

(ii) SI(7,F) = sIG(I,F), SL(I,F) = SLG(I,F), 

(iii) l(op) (I,F) = 1.I'P,G(I,F), Lop(I,F) = L.I'P.G(I,F), 

where I is the I Xl matrix given by (5.2). 
Proof In virtue of (5.3) we readily find 

(5.4) 

Next we prove the formula lop(I,F) = 1.I'P.G(I,F). Let 
MElop(I,F), that is, M TIf/ + If/M = O. The last equation is 
equivalent to 

U JM T(U /- I)TU J( U _/ )-Ilf/U/ 

+ UJU -/(U _/)-Ilf/U/U /-'MU/ = O. 

Hence by Proposition 3.13 and (5.1) we have 

M TIlft + IlftM = O. 

Therefore, MElop (I,F) if an only if MeR, (I Y). This together 
with (5.4) shows the desired formula. We omit the proof of 
the other formulas. 

By Proposition 5.2 we have the followin~. 
Proposition 5.5: For a closed subgroup of GL(I,F) we 

have 

2'(f1) = !L'(f1). 

Let L be a finite dimensional G-graded Lie O'-aIgebra 
over k. As we did in Sec. IV, we regard L as a G-graded 
subalgebra of gi(I,k ) for a suitable G-set I. !L' = Gl aeG (F - a 
® kLa) is a subalgebra of gI(I,F). Let XEL. We define a ma­
trix %EgH(I,k) by 

parametrization in F exp 

L !L' f1 

%~ = 0'( g(j) - g(i), g(i)) tP (g'(j) - g'(i), g'(i))-'X;. 
(5.5) 

Now we assume XELa for aEG, and let fEF _ a' Then the 
scalar product jX = f ® X defined by (3.1) is in !L', and by 
(5.3) and (5.5) we have 

(5.6) 

Here % is called the superization of X. Moreover, we call 
I = ! %; XEL ) the superization of L. As the following propo­
sition shows, I is a Lie superalgebra and is essentially 
Scheunert's superization 14 of L. 

Proposition 5.6: I is a subalgebra of gi(I,k ), and so it is a 
G-graded superalgebra over k. 

Proof Let a, {JEG and let XELa, YELp, fEF -a' and 
gEF _p' We have 

U /- 1 fgXYU/ = l7{ - {J,a)U /- I JXU/ U /- 1 g YU/ 

= 0'( {J,a)(f® ua,)X( g ® up,)Y 

= ( - l)ela)£( P)tP (a', {J ')(fg ® Ua' + {3' )Xy. 

Similarly we have 

U /- 1 fgYXU/ = ( - w(a)elP)tP ({J',a')(fg ® Ua' + P' )YX. 

Hence 

(fg ® Ua' + p') (X, Y) = U /- I fg(X, Y ) U/ 

= ( - 1)£1a)£1{3)tP (a', {J ')(fg® Ua' + p') 

X (XY - O'(a, {J )O"(a', (J r 1 YX) 

= ( - 1 )£1a)£( P)tP (a', (J ') 

x(fg® Ua' + P' )(%,1'). 

Since F can be taken arbitrary, we conclude 

(%,1') = (- 1)£1a)elP)tP(a',{Jr ' (X,y)El. 

This shows that I is a subalgebra of gI(I,k). 
By (5.6) we have the following. 
Proposition 5.7: Under the above situation we have 

GlaeG(F-a ®kLa) = Gla£G(F_a ®k1a)' 

Finally, we summarize the relations between the con­
cepts given in Sec. IV and V in the following diagram: 

~ superization ~ superization ~ superization. 

I !L' f1 

parametrization in F exp 
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The method described in a first paper to obtain cubic harmonics quantized on an axis of order 4 is 
applied to the case of a ternary quantization axis. Projectors on irreducible representations are 
expressed with rotation matrices R (0, cp, 1T) and R. (1T, 1T-Cp, 0), cp = arccos( 1/3), acting on subs paces 
of SU(2) invariant under D 3 • Relations between the descriptions on the two axes of quantization 
are derived. 

PACS numbers: 02.20. + b, 31.15. + q, 61.50.Em 

I. INTRODUCTION 

In a previous paper! we presented a method for project­
ing an arbitrary vector of a standard base of group SU(2) on 
the irreducible representations of the cubic group 0h' We 
have shown how to build projectors on these representations 
when the quantization axis Oz is an axis of order 4 of the 
cubic group. It is enough to know the laws of transformation 
of these representations under the rotation of 1T/2 around Oy 
and the reduced matrix elements d 1j,1m' (1T12). The coefficients 
of irreducible representations on the standard base ofSU(2) 
can be expressed with these reduced matrix elements togeth­
er with the square of their norm. The coefficients of normal­
ized representations are square roots of rational numbers. In 
the case of nondegeneracy, the result does not depend on the 
choice of the projected vector, except for a sign; in case of 
degeneracy, after a Schmidt orthogonalization process, the 
norm is still known without an explicit summation, and the 
coefficients of orthonormalized representations are also 
square roots of rational numbers. In a second paper2 one of 
us applied this method to the representations of the icosahe­
dral group along an axis of quantization of order 5; in this 
case, coefficients of representations are linear combinations 
of two reduced rotation matrices for angles /3 = arc­

cos( ± 1/./5) which are square roots of rational numbers. 
When a physical system invariant under the cubic 

group is submitted to a perturbation having a ternary sym­
metry, it is convenient to express the cubic harmonics using 
the axis of quantization along an axis of order 3. This is the 
subject of this paper. Such an axis has been chosen very rare­
ly by authors who have given tables. 3-5 

In the second section, we list Euler angles (a, /3, r) of 
group elements relative to a ternary axis and we give the /3 
dependence of the transformations of irreducible representa­
tions. In the third and fourth sections, we derive the projec­
tors on half-integral and integral representations. This ques­
tion is similar to the case of icosahedral harmonics: a vector 
~m) may be the sum of more than two irreducible represen­
tations; in one case, it is the sum of two different components 
of a similar kind of representation. 

In Sec. V, we derive the coefficients along a ternary axis 
of cubic harmonics whose coefficients along a quarternary 
axis are known, and vice versa. For multidimensional repre­
sentations, since coefficients of different components are 
strongly related, it is possible to express ternary coefficients 
of all components using quaternary coefficients of an arbi­
trary component. The last section shows that both matrix 
elements of projectors and coefficients of transformations 
between ternary and quaternary description are square roots 
of rational numbers. 
II. REPRESENTATIONS OF THE CUBIC GROUP WITH A 
TERNARY AXIS OF QUANTIZATION 

As Oxyz is the direct reference frame defined by three 
axes of order 4, we choose the ternary axis of quantization 
OZ in the first octant and the twofold symmetry axis ° Y as 
the second bisectrix of the Oxy plane: 

(
X) ( 1/$J 
Y = -1/v1 
Z 1/yj 

( 1) 

The two rotations of 21T13 around OZ and 1T14 around 
Oy, whose Euler angles (a, /3, r) relatively to OXYZ are, re­
spectively, (0,0, 21T13) and (21T13, cp, 51T13), cp = arccos(1/3), 
are a system of generators of the group, whose 24 elements 
have the following Euler angles: 

a = 0, /3 = 0, 1T, r = 0, 21T13, 41T13, (2a) 

a = 0, 21T13, 41T13, /3 = arccos(1/3), r = 1T13, 1T, 51T13, 
(2b) 

a = 1T13, 1T, 51T13, /3 = arccos( - 1/3), r = 0, 21T13, 41T13. 
(2c) 

The double cubic group is obtained by adding to that 
list the 24 elements derived by addition of 21T to a. 

An arbitrary group element is represented, in the basis 
of vectors ~m) of an irreducible representation ~ j ofSU(2), 
by the rotation matrix having the corresponding Euler an­
gles. Our reference frame OXYZ has been chosen so that the 
representative matrices of the two nontrivial rotations we 
will have to deal with, i.e., R (0, cp, 1T) and R (1T,1T - cp, 0), are 
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symmetric, real for integer values of}, pureJy imaginary for 
half-integer values of}. 

The six elements (2a) define what is called the D3 group. 
Let us introduce the subspaces of ffij which are invariant 
under D3 • 

For integer values of}, there are four: 

V 0 ± ) = {vm ± ) = 1 
~2(I + 0m,o) 

X(Vm) ± (- 1y-mv - m»), :>~(3J 
V ± 1) = (Vm), m- ± 1(3)J, (3) 

For half-integer values of} there are three: 

V ±!> = {Vm), m= ± !(3)}, 

V~) = {Vm), m=~(3)} 
(4) 

For integer values of}, among the five irreducible repre­
sentations r l to r 5 , two of them, r l and r 4 , behave like ffi 0 

and ffi I' respectively, and we identify their components 
Iri fii) with the corresponding standard vectors lim}. Rep­
resentation ffi 2 decomposes into r3 + r5, and ffi 3 into 
r 2 + r 4 + r 5 • We choose 

1F3 ± 1) = (1/\'1)12 + 2) ± Jfl2 ± 1), 
Ir5 0) = 120), 

Ir5 ± 1) = - (11\'1)12 ± 1) ± Jfl2 + 2), 

Ir2 0) = ($13)13 0) + ~(1N2)(13 3) - 13 - 3»). 

(5) 

The behavior of these five representations under a rota­
tion of 217'13 around OZ and of 17' around OY allows us to 
determine which subspaces of D3 contribute to a given com­
ponent of a given representation (see Table I). 

Under the rotation R y = R (0, 11", 0) of 17' around 0 Y, the 
laws of transformation are 

Irl O)--IFI 0), 
Ir2 0)-- - Ir2 0), 

Ir3 ± i)-+lr3 + 1), 

Ir4 ± i)-+1F4 + 1), 

1F4 0)-- - Ir4 0), 

ITs ± i)-+ - Irs + 1), 
IFs O)--lFs 0). (6) 

These laws are different from the corresponding laws 
for a quarternary axis [formula (4) in Ref. 1] because OYis a 
twofold axis for the cube and Oy is a fourfold axis. 

Under the two rotations RI = R (0, qJ, 17'), R2 = R (17', 
11" - qJ, 0), whose product is RIR2 = R2R! = R (0,11", 0), the 
laws of transformation are (we use £ = 1 for R I' £ = - 1 for 
R 2 ) 

3376 

Ir! O>--IFI 0), 
Ir2 0>-- - £lr2 0), 
1F3 ± i)-+lr3 +€), 
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TABLES I and II. Correspondence between irreducible representations of 
On and subspaces adapted to D3 . Each of the subspaces adapted to the irre­
ducible representations of D3 , listed in the first column, is the direct sum of 
those subspaces of irreducible representations of On which are listed in its 

row. The first row contains two notations: the one used in the present paper, 
adapted from Bethe, and the one defined by Placzek and more widely 
known as the Mulliken notation Isee Ref. I for references). Our notation is 
chosen as follows: IF, p> notes a component p of a representation F" i = I, 
... , 8, which behaves under a rotation of D, like its associated base vectors 
listed in (3) and (4). 

TABLE I. 

~ 
FI F, F, F4 F, 
AI A2 E TI T, 

10 + > IFIO> )F,O> 

10 - > )Fz 0) IF4 O> 

Ii) IF3 I) IF4 i> )F, i) 

I - i) IF) - i) IF. - 1) IF, - 1) 

TABLE II. 

~ 
Fo F7 FB 

DJ £' £" U' 

I~> IF, ~),IFx -~) 

I~> IF6 !> jr71> jr,j> 

1- ~> lFo -!> 1F7 -!) IF, -~) 

3+£ -2£ 
3-E 

(r, !} --- ---
2 2 

Ir4 0) ~ -2€ £ 2£ 

IT4 - 1) 3 3-£ 2t 
3+£ --

2 2 

C i») X Ir4 ?) (7) 

jr4 - 1) 

1 + 3£ 2 
1 + 3£ 

C !} 2 2 

Ir5 0) ~ 2 -1 -2 

ITs -1) 3 1 + 3£ -2 
1+3£ 

2 2 

C 1») X 1F5 9>' 
1F5 -1) 

For half-integer values of), among the three additional 
irreducible representations r6 to r g, two of them, r6 and r g• 

behave like ffi 1/2 and !.iJ 3/2' respectively, and we identify 
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their components Iri m) with the corresponding standard 
vectors li m). Representation § 5/2 decomposes into 
r7 + r s, and we choose 

Ir7 ±!) = ($/3)1~ ±!) +~I~ +~). (8) 

Subspaces of D3 which contribute to a given component 
of a given representation are listed in Table II. Under the 
rotation R (0,17',0) of 17' around 0 Y, the laws of transformation 
are 

Ir6 ± !)- ± Ir6 + !), 
Ir7 ± !)- ± Ir7 + !), 
Irs ± j)- ± Irs + 1), 
Irs ±!)-+Irs +!). 

(9) 

Representative matrices of transformations R I = iR (0, 
q;, 17'), R2 = iR (17', 17' - q;, 0) are real symmetric for half-in­
teger values ofj, and representations transform under R I like 

(10) 

eM -2V3 -$> 
-1 ) 1 -2V3 0 3 $> 

- 3V3 -$> 3 0 -2V3 

-1 $> -2V3 2v'1 

CD ) x Irs!) 
Irs -!) . 
Irs -~) 

The transformation law of r i , i = 6, 7, 8, under R2 fol­
lows from the relation 

(R 2
.) ,= (R\.) ,( - Iy',-m 

.' m,m "m,m , (11) 

withj6 = j7 = !,js = ~. 
Due to parity properties under the action of R y = R (0, 

17', 0), we will consider only components Iri m) with non­
negative values of m. 

III. PROJECTION OF A VECTOR Vm) ON AN 
IRREDUCIBLE REPRESENTATION OF THE DOUBLE 
CUBIC GROUP FOR HALF-INTEGER VALUES OF i 

Two qualitative differences exist with the case of a qua­
ternary axis of quantization. I First, an arbitrary vector lim) 
of one of subspaces (4) is the sum of at most three, and not 
merely two, unnormalized vectors belonging to Iri m) sub­
spaces; this implies that we need two group elements, not 
merely one, in order to express projectors. Second, subspace 
li~) is invariant under R (0,17',0) on the contrary of subspaces 
li ±!) which are exchanged, and any vector in it is the sum 
of two unnormalized vectors belonging to IF s J) and to 
Irs -1) subspaces. These two features also appear for the 
icosahedral group,2 and the method we follow is quite simi­
lar to that case. 

Let us consider a vector lim) of subspace li !): 

m=!(3):lim) = Ir6 !)m + Ir7 ~)m + Irs !)m, (12) 

where the subscript m reminds us that the vector is unnor­
malized and depends on m. The action of R I = iR (0, q;, 17') on 
li m) yields 

m=~ (3):Rllim) = (- 1)1I2-m L d~l'm(q; )lim') 
2 m' 

v'1 A 1 A 

= V3"l r 6 !)m + V3"l r 6 - !)m 

v'1 A 1 A 2 A 

- V3 Ir7 ~)m + V3"l r 7 -Pm - 3 lrd )m 

1 A v'1 A 

+~Irs -!)m +3lrs -~)m' (13) 

and the action of R2 = iR (17', 17' - q;, 0) on li m) yields 

m=~ (3):R2lim) = L ( - 1)\12 - m'd~1m (17' - q; ) lim') 
2 m' 

1 A v'1 A 

= V3"l r 6 !)m - V3"l r 6 - !)m 

1 A v'1 A v'1 A 

+V3"lr d)m +~lr7 -!)m +3Ird)m 

1 A 2 " 
-V3"lr d)m +3lrs -~)m' (14) 

Equations (12)-(14) give projections of representations 
from subspace li !) to subspaces li ±!), li~). Indeed, begin­
ning with nondiagonal projections, elimination of 
Irs -1) m between (13) and (I4)1eads to 

m=!(3):lr s i)m = _1_ L {- (- 1)112- mV2d~1m(q;) + ( - 1)112 - m'd~m(17' - q;)J lim'). (15) 
V2 m'","3/2(3) 

As for diagonal projections, elimination of two of the three components Iri !), i = 6,7,8 between (12), (13), and (14) 
yields the projector on the third one: 

1 A 1 
m=- (3): Ir6 Pm = - L {8m'm + $>( - 1)1I2-md~1m(q;) + V3( - 1)1I2-m'd~1m(17' - q; )1 lim') (16) 

2 4 m'''''1I2(3) 

(17) 
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(18) 

For subspace li 1), we must take care that an an arbitrary vector lim) of that subspace is the sum of two distinct kinds of 
unnormalized components of rs or more precisely 

m=~(3): lim) = Irs I)m + Irs - I) _ m 

li -m) =(_ly-m(lrg -I)m -Irs~)_m)' 

(19) 

(20) 

The two vectors lim) and li - m) are related by a rotation of 17 round theOYaxis, and the two representations Irs) m and 
Irs) _ m are different: Irs) m is the one for which the vector Irs I) m can be projected from lim) and Irs) _ m the one for which 
the vector Irs - I) _ m can be projected from the same vector lim). 

The action of R I and R z on Eq. (19) yields 

- Irs I) m + v'6lrs ~) - m - 2yjlrs -~) - m + 2Y2l r s - I) - m ), 

m=2.(3):Rzlim) = I( _l)1I2-m'd~1m(17-cp)lim') 
2 m' 

= (3~ )c -Irsl)m + v'6lrs ~)m - 2yjlrs - ~)m + 2Y2lr s - I)m 

+ 2Y2lrg I) _ m + 2yjIFs ~) - m + v'6lrs -~) - m + Irs - I) - m ). 

Elimination of IFs !) _ m between (21) and (22) gives the projector from li 1) subspace to li!) subspace 

(21) 

(22) 

3 A 1 
m==-2 (3):l r d)m = ~ I ! - Y2( - 1)1I2-md~1m(CP) + (_l)1I2-m'd~(m(17 - cp)J lim'). (23) 

v k m'==1I2(3) 

Elimination of Irs -1) m' Irs - I) _ m and therefore IFs~) _ m between (19), (21), and (22) gives the restriction of 
projector on IFs I> to subspace li 1>: 

m=2.(3):lrsI)m=J.. I {Dm'm- 2Y2 (_I)1I2-md~1'm(CP) __ 1_(_I)1I2-m'd~(m(17_CP)}lim'>' (24) 
2 2 m'==3/Z(3) yj yj 

Expressions for projections (15)-(18), (23), and (24) sim­
plify greatly if, instead of using matrices d Ul(cp ) and d Ul(l7 
- cp ), we take the two following matrices: 

A ~l'm = W - 1 )112 - m' cos(cp/2)d ~1m (cp ) 

+ (_ 1)IIZ- msin(cp/2)d~1'm(17 - cp )J, (25) 

B~1m = W - 1)1I2-m' cos(cp/2)d~1m(CP) 

- (- 1)1I2-msin(cp/2)d~1m(17 - cp)J. 

These matrices have a better structure (see Sec. V) and 
the projectors are, respectively, 

P6=~ +A 
P7=~ -B 

( 
~ -A -B/3 

Ps = _ (2v1/yj)B 
- (2v1/YJ)B ) 
~-A+B 

li !), 
liI), 
liI), 
li ~>. 

(26) 

In these expressions, subspaces of D3 are indicated on 
the right, zero matrix elements are not written, and the first 
column of Ps deals with the Irs I> vector. 
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I 
IV. PROJECTION OF A VECTOR Ijm) ON AN 
IRREDUCIBLE REPRESENTATION OF THE CUBIC 
GROUP FOR INTEGER VALUES OF j 

As seen in Table I, any vector of subspaces 10 +) and 
10 - ) can be projected on two irreducible representations 
of the cubic group and any vector of the two other subspaces 
has projections on three irreducible representations. We no 
longer have the favorable cases of a quaternary axis of quan­
tization, where the number of r 4 (resp. r 5 ) was equal to the 
dimension of subspace 16 -) (resp. 12 -»), thus leading to 
a natural choice. 

Considering an arbitrary vector lim +) of subspace 
[j6 + ) as defined by (3), we write it as the sum of two unnor­
malized vectors: 

m ° (3): lim +) = Ir l O)m + 1F50)m' (27) 

m>O 

The action of R I = R (0, cp, 17) gives 
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+ L [(-ltd~l'm(ip)+(-lt'd~l'm(1T-ip)wm')} 
m'¢O(3) 

= IFI 0) m + ~ IF 5 i) m - j IF 5 0) m - j IF 5 - i) m' (28) 

Equations (27) and (28) give representations IFI 0) and the three components of F 5• Indeed, (28) gives the nondiagonal 
projection of IF5 i): 

m=O (3):1F5 1>m = 2. L [( - 1td~'m(ip) + (- 1)m'd~1m(1T -ip)] lim'). 
m;;;.O 2 m':,dI3) 

(29) 

The components IFI 0) and 1F5 0) are obtained by elimination of, respectively, IF5 0) and IFI 0) between (27) and (28): 

m=O (3):IFI 0) = ~ L {Dm'm + 3 
m~O 4 m'::0(3) ~(1 + Dmo)(1 + Dm,o) 

P m'>O 

X [( - l)md~'m(ip) + (- 1t'd~1'm(1T -ip)] } lim' +), (30) 

m=O (3):1F5 O)m = 2. L {Dm'm + 1 
m;;;.O 4 m'::0(3) ~(1 + DmO)(l + Dm,o) 

m'>O 

X [( - l)md~l'm(ip) + (- 1t'd~1m(1T -ip)] } lim' +). (31) 

If we had used R2 = R (1T, 1T -ip, 0) instead of R I in 
order to split the two terms of Eq. (27), we would of course 
have obtained exactly the same expressions (29)-(31) which 
mix reduced matrix elements for angles <fJ and 1T -ip. 

Projections of vectors of subspaces Ii) - ) and li i) are 
obtained in a similar way, and we just list the results below, 
expressed with the two following real, symmetric matrices: 

c IJ1 = 3 
mm 4~(1 + Dmo)(l + Dm,o) 

X {( - l)md~'m(ip) + (- 1t'd~1'm(1T -ip)J, 

D ~l'm = ~;:;===;;:=3;:;::==;;==-
4~ (1 + Dmo)( 1 + Dm,o) 
X {( - Itd~'m(ip) - (- l)m'd~l'm(1T -ip)J, 

(32) 

PI =1 +C [j6 + ), (33a) 
P2 =1-D [j6 - ), (33b) 
P3 = 1 + (C - D)/2 li1>, (33c) 

C - ~ C-D/4 -vW) lii) , P _ g 4 (33d) 4- -vW ~+D [j6 - ), 
P = (§ + C /4 + ~D v1c ) lil), 

5 v1C ~-C [j6 + ). 
(33e) 

Orthogonalization and normalization procedures are 
described in detail in Ref. 1. 

v. CHANGE OF AXIS OF QUANTIZATION 

Suppose we know one component of a given representa­
tion F; by its decomposition on the base lim) 4 of standard 
vectors associated to the quaternary axis of quantization Oz. 
The question is what is its expression on the base lim)3 of 
standard vectors associated to the ternary axis of quantiza-
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tion OZ, and vice versa? Moreover. for any representation of 
dimension greater than 1, knowing only one component. say 
in the quaternary axis, we want to derive all components in 
the ternary axis; this is possible due to the existence of inter­
relations between components. 

Since we need coefficients 3Um'IF/;)3 as functions of 
coefficients 4 Um IF]) 4' we have to perform the rotation de­
fined by matrix (1) on two different spaces, namely the space 
of base vectors and the space of components ofthe involved 
representation. Euler angles of matrix (1) are 

a = 1T, f3 = t/J = arccos(lIyj), r = 31T/4. (34) 

Base vectors transform according to the classical for­
mula 

(35) 

Components of representation Fi transform according 
to 

IFi q)3 = L R ~I)( - 3;, - t/J. -1T )IFi P>4' (36) 
p 

where R (r,) coincides with a R Ul whenever Fi can be identi­
fied with a IP j (Le., F I, F 4 • F 6• Fg forj = 0, 1, !. ~). 

Let us write the components of IFi P> 4 as 

(37) 

where the sum over v is extended to positive and negative 
integers. 
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Combining (35)-(37), we express IF; q)3 by its coeffi­
cients on base vectors lim')3; the coefficients for m'¢q(3) 
vanish and we can write 

IF; q)3 = I (- 1)1"+vap+4vd~'i( - ¢) 
PflV 

(38) 
J 

where the basic representations are contained inside paren­
theses for the quaternary axis and given by formulas (5) and 
(8) for the ternary axis. 

If we know only one quaternary component IF; jJ) 4' 

formula (38) cannot be used to yield all ternary components 
IF; q) 3 since it involves a sum over p. However, if we rotate 
only base vectors, i.e., if we combine formulas (35) and (37), 
the unnormalized ternary components are the restriction of 
the result to each subspace of D 3; the same result, including 
normalization information, is obtained without having to 
worry about a and r, by multiplying Eq. (38) by the inverse 
matrix (d IF,)),; 1 and summing over q: 

IF; P>4 = I (d iF
,\;;; IIF; q)3 

q 

= I I d ~~ 3fl.P + 4V(¢)ap + 4v li q + 3f.1)3· (40) 
q flV 

The normalized component IF; q)3 is obtained by di­
viding the associated partial sum in the third member ofEq. 
(40) by the matrix element (d IF,)).;;; I. We should note however 
that this procedure cannot separate IFs~) and IFs - ~), 
which are obtained by the appropriate linear combination of 
formula (40) written for p = ~ and p = -~. 

As will be shown in Sec. VI, matrix elements d mm' (¢) for 
integer values ofj have the structure u + vV1, where u2 and 
v2 are rational; this leads us to introduce the two matrices '?i 
and g; whose elements are square roots of rational numbers: 

'?il,{!'m = 1 
~(1 + <5mo )(1 + <5m,o) 

X {dl,{!'m(¢) + (- l)m+m'd~l'm(17"- ¢)), 
(41) 
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In this formula, the dependency on Euler angles a and r 
reduces to the sign ( - 1)1" + v. The symbol d IF,) coincides 
with the reduced rotation matrix d (]l when F; can be identi­

fied with a g; j; for the other representations, matrices d IF,) 
have also real elements: 

((1/v'1)(13 2)4 - 13 - 2)4)), 

(1 20)4) 

((1Iv2)(12 2)4 + 12 - 2)4)), 

( - 12 1)4) 

((1Iv2)(12 2)4 - 12 - 2)4)), 

(12 - 1)4)' 

(39a) 

(39b) 

(39c) 

( - ($/~)I~ ~)4 + (1I~)1~ - ~)4)' 

( - ($/~)I~ - ~)4 + (1/~lI~ ~)4): (39d) 

These linear combinations appear naturally when we intro­
duce in formula (40) base vectors of subspaces invariant un­
der D4 and D3 [formulas (3) and (4) of this paper, and (2) and 
(3) of paper I; they also appear when adding or subtracting 
the two equations obtained by writing (40) for p and - p 
when applicable. For half-integer values of j, we similarly 
introduce matrices ~ and q; whose elements are square 
roots of rational numbers: 

~I,{!'m = cos ~ d~l'm(¢) + (- It- m' 

X sin ~ d ~l'm (17" - ¢), 

q;1J1 = cos i... dill, (.1.) _ ( _ l)m - m' m'm 2 mm 'f' 

X sin i... d Ij,i'm (17" - ¢). 
2 

(42) 

The ternary coefficients are deduced from the quater­
nary ones, and vice versa, by the two following formulas, 
which are the consequence of Eq. (40): 

IF; q)3 = I ( - 1)1" + vbp+4v1p+4v.q+ 3fl Ii q + 3f.1) D,' 
flV 

IF; P>4 = I ( - 1)1" + vbq+ 3fl1p + 4v,q+ 3fl lip + 4v) D.' 

flV 
(43) 

In the above expressions, f.1 and v are integers, p + 4v 
and q + 3f.1 are labels of base vectors of subspaces of D 4 and 
D3, bp + 4v and bq + 3fl are quaternary and ternary coefficients 
on these subspaces, and 1 is a linear combination of the 
matrices ~, q;, '?i, g; as indicated in Table III. Note that, 
in some cases when both components jJ and - jJ exist, two 
expressions for 1 lead to the same result. 
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TABLE III. Matrices JI of relation (43). When more than one expression is 
listed, they are equivalent. 

P q JI 

I 0 0 C(J 

2 2 0 9 
3 0 1 -C(J 

-I -C(J 
2 1 9 

-1 -9 
4 1 C(J, v3 9 

0 (v3/\11)9 
-1 C(J, - v3 9 

0 1 - (v3/\11)9 
0 v39 

-1 (v3/\11)9 
-I C(J, - v3 9 

0 - (v3/\11)9 
-1 C(J, v3 9 

5 1 - v3 C(J, 9 
0 - (v3/\I1)C(J 

-1 v3 C(J, 9 
2 1 - (v3/\I1)C(J 

0 v3C(J 
-I (v3/\I1)C(J 

-1 1 -v3C(J, -9 
0 - (v3/\I1)C(J 

-1 v3 C(J, - 9 
6 ! sf, v3 f!1J 

-! (v3/\11)f!1J 
-! ! -(v3/\11)f!1J 

-! sf, v3 f!1J 
7 ! - (v3/\I1)sf 

-! -v3sf, -f!1J 

-~ ! -v3 sf, - f!1J 

-! (v3/\I1)sf 
8 sf + l/v3 f!1J 

! ,J6 sf, \11 f!1J 
-! v3sf 
-~ - \11 sf + (2\11/v3)f!1J 

-\11f!1J 

! v3f!1J 
-! \11 sf,,J6 f!1J 
-~ v3sf-f!1J 

-! v3sf-f!1J 

! - \11 sf, -,f6 f!1J 
-! v3f!1J 
-~ \11f!1J 

\11 sf - (2\11/v3)f!1J 

! v3sf 
-! - ,J6 sf, - \11 f!1J 
-~ sf + (l/v3)f!1J 

VI. STRUCTURE OF COEFFICIENTS 

Reduced rotation matrix elements are 

d~lm,({3) = ~(j + m)!(j - m)!)(j + m')!(j - m'l! 

(_)' 

x~ (j + m _ t)!t!(j - m' - t)!(t - m + m'l! 

xcos( {3 /2)2j+ m - m' - 21 sin( (3 /2)21- m + m'. (44) 
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In formulas (25) and (32), ffJ is such that 

(45) 

Therefore cos(ffJ/2)d ~l'm (ffJ) and sin(ffJ/2)d ~l'm (17' - ffJ) 
have a rational quotient and rational diagonal elements for 
half-integer values of j, and their combinations A ~~m and 
B~l'm have the same property. 

For integer values ofj, d ~~m (ffJ) and d-:"'m(1T - ffJ) have a 
rational quotient and rational diagonal elements, and their 
combinations C ~l'm and D ~l'm have the same property. 

As a consequence, every matrix element of a projector 
(26) or (33) is the product of the square root 

~(j + m')!(j - m)!/(j + m)!(j - m'l! by a large integer, di­
vided by a power of 3 and maybe by 8 (some other factor v1 
or yj may also appear, see P4 , Ps, PsI. Diagonal elements are 
rational, for the square root reduces to unity. 

In formulas (41) and (42), angle t/J is such that 

cos2 i... = ~ (1 + _1_) 
2 2 yj , 

A similar structure was already encountered for the ico­

sahedral harmonics,2 with ..J5 instead of yj. We conclude 
that elements of matrices ~, 1?lJ, '1ff, and !iJ are square roots 
of rational numbers. 

VII. CONCLUSION 

In paper I, we showed that coefficients of representa­
tions relative to a quaternary axis can be expressed in a 
closed form involving only reduced matrix elements of angle 
{3 = 17'/2. For the ternary axis we obtain a similar result with 
angle {3 = ffJ = arccos j. The way to build an orthonormal set 
in case of degeneracy is the same, and coefficients are square 
roots of rational numbers, We have given the transformation 
matrices for going from one system of coefficients to the 
other, and they equally have the same arithmetic structure. 

All representations can be expressed in terms of F l , F 2, 

F 3' only, as announced in paper I. This fact is independent of 
the axis of quantization, but some expressions are different, 
details will be given in a forthcoming paper which will in­
clude tables of F l , F 2 , F 3, up to j = 25 in terms of prime 
factors, for both axes of quantization. 
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A prolongation is constructed, in the sense of Wahlquist and Estabrook, for the nonlinear 
evolution equation determining Robinson-Trautman space-times. The Lie algebra so obtained is 
found to be (naturally) seven-dimensional and nilpotent. Representations of the algebra are 
considered. The simple relationship of such a prolongation to the conservation laws associated 
with the Robinson-Trautman equation is discussed. 

PACS numbers: 02.30. - f, 04.20.Jb 

I. INTRODUCTION 

The prolongation procedure developed by Wahlquist 
and Estabrook 1 has been used, with some success, to investi­
gate a number of physically interesting nonlinear evolution 
equations. For example, linear scattering problems and 
Backlund transformations have been associated with nonlin­
ear evolution equations. 2.3 

Useful as the procedure has proven to be, it is as yet, not 
completely systematic and there is no a priori way of know­
ing if a particular application of it will be successful. As well 
as attempting to develop general techniques which will en­
able the method to be carried out as algorithmically as possi­
ble,4 it is useful to produce examples in which various conse­
quences of the prolongation of different equations are 
explored. It is with the latter aim that we consider in this 
paper the prolongation of a nonlinear evolution equation 
that occurs in the study of general relativity. 

The successful prolongations of nonlinear evolution 
equations have usually lead to incomplete Lie algebras of 
vector fields, which are subject to certain constraints. The 
constraints are often insufficient for one to be able to deduce 
(say by repeated application of the Jacobi identities) that the 
algebra is finite dimensional. Indeed, in important cases such 
as the Korteweg-deVries (KdV) equation,5 the algebra is in­
finite dimensional. Somewhat ad hoc procedures are then 
used to "close ofr' this algebra, i.e., to find a nontrivial ho­
momorphism of the infinite Lie algebra into a finite-dimen­
sional Lie algebra. It is the representations of the finite-di­
mensional algebras which have been used in the association 
of a Backlund transformation or linear scattering problem 
with nonlinear evolution equations. The finite algebras 
usually dealt with in that context are (semi) simple, but solv­
able (and nilpotent) algebras also arise and have, to a certain 
extent, been considered, particularly in relation to nonlocal 
currents.5

•
6 

The equation considered here arises in the study of 
vacuum solutions of Einstein's gravitational field equations 
which admit a one-parameter family of shear-free, diverging 
null hypersurfaces.7 When such a "Robinson-Trautman" 
system is axially symmetric, Einstein's equations reduce to a 
single autonomous nonlinear evolution equation for one de­
pendent variable (z) which is a function of two independent 

variables (x,t ). This equation (the Robinson-Trautman equa­
tion) admits an autonomous Wahlquist-Estabrook prolon­
gation in which the Lie algebra is in fact finite dimensional. 
No "closing ofr' is needed. The resulting Lie algebra is sev­
en-dimensional and nilpotent. Two representations of this 
algebra are considered, one nonlinear and the other linear. 
The nonlinear representation is used to indicate that the exis­
tence of the seven-dimensional prolongation is merely a re­
flection of the fact that the Robinson-Trautman equation 
admits a finite number of potentials and associated local con­
servation laws. The conservation laws are local in the sense 
that the densities and currents do not depend explicitly on 
the independent variables of the equation. They may, how­
ever, depend on the potentials. The linear representation is 
used to associate a set oflinear differential equations with the 
Robinson-Trautman equation. The linear equations lead to 
non local conservation laws. 

The finite-dimensional nilpotent prolongation obtained 
here contains little information which cannot be obtained 
directly from the evolution equation and its related poten­
tials. However, the results suggest that, even if this is gener­
ally true, such information may be most efficiently extracted 
by the use of the prolongation technique. 

II. THE EQUATION AND ITS POTENTIALS 

For Robinson-Trautman vacuum space-times which 
are axially symmetric and Petrov type II, local coordinates 
(t,r,x,¢, ) exist such that the metric can be written in the forms 

ds2 = (6K - 24r- 1 + rz- 1z,)dt 2 + 2 dt dr 

- -Ii rz(dx2 + d¢' 2). 

Here the level surfaces of constant t are shear-free null hy­
persurfaces, r is an affine parameter along the null geodesics 
generating these hypersurfaces, and x and ¢' are local coordi­
nates for the two-surfaces given by the intersection of the 
level sets of t and r. For constant t, K (z) is the Gaussian 
curvature of the two-surface with metric ¥(dx2 + drjJ 2). 

The vacuum Einstein field equations reduce to a single 
equation, the Robinson-Trautman equation, for z(t,x), 

z, - Kxx = 0, (2.la) 

K (z): = Z-3 [(zx f - zZxx]' (2.1b) 

3382 J. Math. Phys. 25 (12). December 1984 0022-2488/84/123382-05$02.50 © 1984 American Institute of Physics 3382 



                                                                                                                                    

where the sUbscripts denote partial derivatives with respect 
to t and x. Here, all considerations are local and we do not 
consider the global conditions which physically valid solu­
tions z must satisfy,9 but merely assume that all functions are 
locally as well behaved as is needed. [The Schwarzschild 
solution corresponds to z = a~ cosh- 2(x), ao const.] 

It is a straightforward matter to deduce, from Eq. (2.1), 
a number of conservation laws of the type 

dfJ = (T, +Xx)dtAdx = 0, 

where the one-form fJ is given by 
fJ: = Tdx-X dt. 

(2.2a) 

(2.2b) 

Equation (2.2a) is called a "local" conservation law when T 
and X are not explicitly functions of x and t, and "non local" 
when TandX also depend on the independent variables t and 
x. 

First, since Eq. (2.1) is of this type, consider the one­
forma·: 

(2.3a) 

Equation (2.1a) is equivalent to da· = 0, and so there exists 
(locally) a potentialp(t,x) such that 

a·=dp. 

p satisfies [from (2.3) and (2.1b)] 

p, - [K(px)]x = 0, 

(2.3b) 

(2.4) 

where p x = z. Equation (2.4) is equivalent to da2 = 0, where 

a 2:=pdx+K(px)dt, (2.Sa) 

and so there exists a second potential u, such that 

a 2 =du. (2.Sb) 

Equating (2.Sa) and (2.Sb) implies that u satisfies 

u, -K(uxx)=O. (2.6) 

Two further potentials, v and w, can be deduced from (2.1 b) 
combined with (2.4), since it follows from those two equa­
tions that 

(2.7) 

and 

(2.8) 

Equations (2.7) and (2.8) are equivalent to da3 = ° and 
da4 = 0, with one-forms a 3 and a4 defined as 

a 3: = (p)2 dx + 2(pK + zJz)dt, 

a4: = (p)3 dx + 3 [(p)2K + 2pzxlz - 2z]dt. 

It follows that v and w exist such that 

(2.9a) 

(2. lOa) 

(2.9b) 

(2. lOb) 

It is also straightforward to write down the evolution equa­
tions for v and wand they, along with (2.6), may be useful in 
the search for solutions. They are not, however, needed here. 
It will be seen in Sec. IV that the functions z, its derivatives, 
and p, u, v, and w, playa determining role when the prolon­
gation of Eq. (2.1) is considered. 

For later reference, note that one can always adjoin a 
one-form 
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(2.11a) 

where C1 and C2 are constants, so that da5 = ° trivially. A 
potential q exists such that 

a 5 = dq. (2.1Ib) 

III. THE PROLONGATION 

The Robinson-Trautman equation (2.1) can be repre­
sented by a differential ideal I of two-forms, defined on a 
subset U of R6, with local coordinates x, t, z, z., Z2' and Z3' 
The ideal can be generated by the four two-forms 

{3. =(dz - Zl dx) Adt, 

{32 = (dz. - Z2 dx) Adt, 

{33 = (dz2 - Z3 dx) A dt, 

{34 = dz Adx + dK. Adt, 

where 

K = Z-3[(Z.)2 - ZZ2] 

and 

K. = - z-4[3(ZI)3 - 4ZZlZ2 + (Z)2Z3l 

(3.1) 

The ideal is closed, and the generators vanish on a subset Vof 
R2, with coordinates x and t, whenz is a solution ofEq. (2.1). 
On V 

Following Wahlquist and Estabrook, a prolonged ideal 
lis defined on U X Rn with generators{3·,{3 2,{33,{34, and the 
n-vector valued one-form 

9 = dy + F dx + G dt. (3.2) 

RNhas coordinates y = [ y4,A = 1, ... ,n I, and F and G are n­
vector valued functions on U X Rn. However, since the dif­
ferential equation is autonomous, we follow the usual proce­
dure of assuming that F and G are not functions of x and t. 
The requirement that the "autonomous" prolonged ideal I 
be closed under exterior differentiation leads to the following 
expressions for F and G: 

F=zX1 +X2' 

(3.3) 

G = In(z)Xo + K.X. - KX3 - (zllz)X4 +zX5 +! X6, 

where Xi (i = 0,1, ... ,6) are vector fields on Rn alone. X., X2, 

and X6 arise as integration "constants" and Xo, X3 , X4, and 
X5 are defined by the vector field Lie brackets 

(3.4a) 

[X2,X4] = : - Xo, [X.,X4] = : - X5· 

The commutators which arise directly from the requirement 
that I be closed are 

[XO,X1] = 0, [XO,X2] = 0, 

[X2,X3] = 0, [X2,X6] = 0, (3.4b) 

[X.,X5] = 0, [X2,X5] = - HX.,X6]. 

It follows immediately from an application of the Jacobi 
identities to X.,X2,X3, and Eq. (3.4) that 
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Xo=O. 

If one further vector field X7 is defined by 

X7 : = - j[XI,X6], 

(3.5) 

(3.6) 

it can be seen directly that {X I , ••• ,X71 generates a seven­
dimensional nilpotent Lie algebra with commutator table 
( [Xa ,Xb ] is in row Xa, column Xb ), 

XI X2 X3 X4 Xs X6 X7 
XI 0 X3 -X4 -Xs 0 - 3X7 0 

X2 0 0 0 X7 0 0 

X3 0 X7 0 0 0 

X4 0 0 0 0 

Xs 0 0 0 

X6 0 0 

X7 0 
(3.7) 

The Lie algebra will be denoted by JY7 , and its center is 
X7. Since no "closing off" or other ad hoc technique has been 
used in these calculations, the autonomous prolongation has 
now been completely determined. Equations (3.2) and (3.3) 
can be rewritten in the form 

6 = dy + (j)aXa (a = 1, ... ,7), 

where 

(j)1 = z dx + KI dt, (j)2 = dx, 

(j)3 = _ K dt, (j)4 = - (z/z)dt, 

(j)s = z dt, (j)6 = j dt, 

(j)7 = O. 

(3.8) 

(3.9) 

The one-forms (j)a define3 an %7-valued connection r with 
curvature which vanishes on V when z is a solution of the 
Robinson-Trautman equation. In other words, the equation 
of parallel transport of y, along curves on V, 

(3.10) 

is integrable if, and only if, r is flat. 
The explanation for why X7 does not appear in the pro­

longation (i.e., (j)7 = 0) is the following: Equation (3.8) consti­
tutes a prolongation of I if, and only if, de A is contained in J. 
Since X7 is the center of %7' and C~b(j)a 1\ (j)b = 0, it follows 
that 

where a, {3, r = 1, ... ,6 and the C~b are given implicitly in 
(3.7). Hence, 1 is closed when (j)1, ... ,(j)6 are given by (3.9) if, 
and only if, d(j) 7 is contained in I. Assuming 
(j) 7 = f dx + g dt, closure implies 

(3.11) 

for real constants bl , b2 , and b3 • However, this is not a gener­
alization of (3.9), since the generators of %7 admit an auto­
morphism 
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XI-XI - b1X7 , X2-X2 - b2X7 , 

X3-X3 , X4-X4 , 

Xs-Xs, X6-X6 - b3X7 , X7-X7 • 
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Consider Eq. (3.8) with (j)7 given by (3.11). Under the auto­
morphism this is equivalent to (3,8) with (j)7 = O. Therefore, 
it is sufficient to consider only the quotient of JY 7 by I X7} in 
the following section, 

IV. REPRESENTATIONS OF..ff7 AND CONSERVATION 
LAWS 

Whenever one finds a set of potentials for a given evolu­
tion equation, it is possible to immediately write down a 
(Wahlquist-Estabrook) prolongation without going through 
the steps of Sec. III. This fact is illustrated by relating the 
results of the previous two sections, When z is a solution of 
Eq. (2.1), the potentials introduced in Sec. II yield the follow­
ing equations: 

o = dp - z dx - Kx dt, 

o = du - P dx - K dt, 

0= dv - (p)2 dx - 2(pK + zxlz)dt, 

0= dw - (pf dx - 3[(p)2K + 2pzx1z - 2z]dt, 

0= dq - C I dx - C2 dt. 

(4.1) 

These can be interpreted as equations of parallel transport 
for a five-dimensional vector y, where 

[ 1 2 3 4 5] [ ] Y ,y ,y ,y ,Y = p,u,u,w,q. 

By comparing Eqs. (4.1) with Eqs. (3.10), and using the nota­
tion of Eqs. (3.8) and (3.9), one can immediately write down a 
prolongation with n = 5 

e 1= dyi - (j)\ 

e 2 = dy2 _ y 1w2 + w3, 

e 3 = dy3 _ (yl )2W2 + 2y l(j)3 + 2w4, 

e4 = dy4 _ (yl)3W2 + 3(ylfw3 + 6ylw4 + 6@5, 

e s = dyS - C IW2 - 3C2W
6. 

(4.2) 

For z a solution of the Robinson-Trautman equation, Eqs. 
(4.2) can be pulled back to Eqs. (4.1) on V. By comparing Eq. 
(4.2) with the general form of (3.8), one can identify the six 
vector fields (recall e A = d yA + wax:) 

XI = -Jp 

X2 = - yiJ2 - (yl)2J3 - (yl)3J4 - elJs, 

X3 = J 2 + 2y lJ3 + 3(yifJ4, (4.3) 

X4 = 2J3 + 6yiJ4, 

Xs = 6a4 , 

X6 = - 3czJs, 

where JA : = J IJyA, A = 1, ... ,5. These vector fields realize 
the six-dimensional nilpotent Lie algebra %6 corresponding 
to the quotient of %7 by its center [i.e, obtained from the 
commutator table (3,7) by formally setting X7 = 0]. 

On the other hand, starting from the complete autono­
mous prolongation obtained in Sec. III, and representing the 
Lie algebra generators XI""X6 by the vector fields on ]R5 

given by Eq. (4,3) and the center X7 by the zero vector field, 
one obtains Eq. (4.1) again. 

By way of contrast, consider an evolution equation with 
an infinite number of potentials (or Wahlquist-Estabrook 

E. N. Glass and D. C. Robinson 3384 



                                                                                                                                    

pseudopotentials) and conservation laws, such as the KdV 
equation. The prolongation structure of the KdV equation 
yields an infinite-dimensional Lie algebra. By imposing an 
ad hoc linear relationship upon certain generators, homo­
morphisms to finite-dimensional Lie algebras can be ob­
tained. Here, the direct relationship between the potentials 
of Sec. II and the generators of JY'7 suggests that the autono­
mous prolongation has little more to offer directly than do 
the potentials themselves. 

Many different realizations of JY'6 or JY'7 can be ob­
tained, of course. Higher-dimensional realizations will result 
in more potentials. The significance of these is determined 
from Eqs. (3.10). For example, a faithful six-dimensional re­
alization of JY'6 is given by XI' X 3 , X 4, Xs, of Eq. (4.3), with 
X2 and X6 replaced by 

X 2---+X2 + (c I + yS)as, x6---+y6a6· 

For this example, it is easily seen from Eqs. (3.10) that, on V, 
yS and y6 are simple functions of x and t, respectively. In 

I 

yl 0 0 0 0 0 0 0 
y2 0 0 0 0 0 0 0 
y3 -1 z 0 0 0 0 0 

a y4 0 0 0 0 0 0 -z 
ax yS 0 0 0 0 0 0 -z 

y6 0 0 0 0 0 0 0 
7 0 0 0 0 - 3z 0 

yl 0 0 0 0 0 

y2 0 0 0 0 0 

y3 0 Kx 0 0 0 
a y4 -K 0 -Kx 0 0 
at y5 -zx1z 0 0 -Kx 0 

y6 0 0 0 0 0 

yl 

y2 

y3 

y4 

yS 

y6 

0 

0 

0 

0 

0 

0 

general, the addition of identically conserved quantities to 
Eqs. (3.10) gives no further information about these equa­
tions. 

Here, we confine ourselves to the consideration of a 
linear representation of JY'7 in order to associate, in the usual 
way, a linear system with the Robinson-Trautman equation. 

Such a representation of JY'7 is given by the following 
vector fields on R 7 

: 

XI = - y2a3 + y3a4 + y4as + 3y6a7, 

X2 = yla3 - ySa7 , 

X3 = - yla4 - y4a7 , 

X4 = - ylas + y3a7, 

Xs =y2a7, 

X6= - 3yla7 , 

X7=O. 

(4.4) 

From Eqs. (3.9) and (3.10), (4.4) yields the linear differential 
equations 10 

(4.5) 

0 yl 
0 y2 
0 y3 

0 y4 

0 yS 

0 y6 
7 

zxlz -K 0 -3Kx 0 -z 

In this particular case, the effect of choosing a different rep­
resentation of the Lie algebra in the prolongation can be 
illustrated by using these equations in a more direct manner 
than is usually possible. When z is a solution of the Robin­
son-Trautman equation, it follows in a simple way from Eq. 
(4.5) that 
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yl =al, 

y2 = a2, 

y3 = a2P - alx, 

y4 = al(x P - u) - !a2(pf, 

y5 = ~ad2u P - X(p)2 - v] + ~2(p)3, 
y6 = a3, 

y7 = ~al [21 + (uf - xv] + ia2w - 3a3P, 
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(4.6) 

where a I' a2, and a3 are constants and P, u, v, and ware the 
potentials considered previously. Because the functions 
yl, ... ,y7 can be expressed in terms of the potentials in this 
way, it is possible to rewrite the integrability conditions for 
the linear system (4.5) explicitly as conservation laws for the 
Robinson-Trautman and potential equations of Sec. II. 
These conservation laws are obtained by inserting the func­
tions lyA 1 from Eq. (4.6) into the integrability conditions 

(zy2 - yl)t = (y2Kx)x, (4.7a) 

(4.7b) 

(zy4)t = (ylzxlz + y4Kx)x' (4.7c) 

(yS _ 3zy6)t = (yl_zy2 + y3ZJZ _Ky4 - 3y6Kx)x. 
(4.7d) 

Contained in these equations are local and nonlocal conser-
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vation laws including the simple, but nonlocal, law for Eq. 
(2.1) given by [choose a 1 = - 1, a2 = 0 in (4.7b)] 

(xz), = (-K +xKx)x' 

Such results are not contained in the earlier considerations. 
Conclusions regarding the physical significance of the 

conservation laws obtained here, and exact solutions ob­
tained from the potential equations, will appear elsewhere. 
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A one-parameter family of potentials in one dimension is constructed with the energy spectrum 
coinciding with that of the harmonic oscillator. This is a new derivation of a class of potentials 
previously obtained by Abraham and Moses with the help of the Gelfand-Levitan formalism. 

PACS numbers: 02.30.Em, 03.65. - w 

I. INTRODUCTION 

Contrasted with general relativity, where new solutions 
are found every now and then, the class of exactly soluble 
problems of quantum mechanics (QM) has not greatly ex­
panded. The two most commonly used exact methods to 
determine the spectra in QM are the method of the orthogo­
nal polynomials and the algebraic method of "factoriza­
tion." The potentials for which exact solutions exist form a 
rather narrow family, including the elastic and Coulomb po­
tentials (modified by the 1/r 2 terms), the Morse potential, 
the square potential wells, and a few others, and the common 
opinion is that this is everything exactly soluble in Schro­
dinger's quantum mechanics. Hence, it might be of interest 
to notice that in some occasions the "factorization" method 
seems not yet completely explored. In particular, it allows 
the construction of a class of potentials in one dimension, 
which have the oscillator spectrum, but which are different 
from the potential of the harmonic oscillator. This class has 
been previously derived using the Gelfand-Levitan formal­
ism. 

II. CLASSICAL FACTORIZATION METHOD 

The factorization method in its most classical form was 
first used to determine the spectrum of the Hamiltonian of 
the harmonic oscillator in one dimension: 

1 d 2 1 
H= - -- + _x2

• 
2 dx2 2 

(2.1) 

The method consisted of introducing the operators of 
"creation" and "annihilation" 

_ 1 (d + ) _ 1 _ x'/2 d "",'/2 a - - - x - -e -----e, 
J2 dx J2 dx 

(2.2) 

* 1 ( d ) 1 x'/2 d _ x'/2 
a = J2 - dx +x = - J2 e dx e , 

with the properties 

a*a =H -~} 
* _ H 1 =>[a,a*] = 1. 

aa - +2 
Hence, 

Ha* = a*(H + 1), 

Ha=a(H-l). 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

alOn leave of absence from Department of Physics, Warsaw University, 
Warsaw, Poland. 

These relations allow the construction of the eigenvec­
tors and eigenvalues of H. If 1/1 is an eigenvector of H 
(H1/I = ,1,1/1) the functions a*1/I and a1/l [provided that they are 
nonzero and belong to L 2(R )] are new eigenvectors corre­
sponding to the eigenvalues A + 1 and A - 1, respectively: 

H(a*1/I) = a*(H + 1)1/1 = (A + l)a*1/I, 

H(a1/l) = a(H - 1)1/1 = (A - l)a1/l. 

(2.7) 
(2.8) 

Since the operator H is positively definite, one immedi­
ately finds the lowest energy eigenstate 1/10 as the one for 
which 

.1. "----' d x'/2.1. "----'.1. () C - x'/2 a'f/O = V-r'-e 'f/o=V-r''f/OX = oe , 
dx 

(2.9) 

and one checks that the corresponding eigenvalue is ,1,0 = ~. 

Using now the operator a*, one subsequently constructs the 
ladder of other eigenvectors 1/In corresponding to the next 
eigenvalues An = n + !: 

1/In = Cn (a*r1/lo = Cn ( - l)n[ ~'/2 :x: e - X'/2]e - x'/2 

(2.10) 

where Hn (x) are the Hermite polynomials given by the Ro­
driguez formula 

(2.11) 

The nonexistence of any other spectrum points and eigen­
states follows from the completeness of the Hermite polyno­
mials. The above method was first employed by Dirac. 1 Its 
extension for the hydrogen atom was found by Infeld and 
Hull. 2 A generalized presentation is due to Plebafiski. 3 The 
group theoretical meaning is owed to Moshinsky,4 Wolf,5 
and other authors. Yet, there is still one aspect of the method 
relatively unexplored. It can be used not only to find the 
interdependence between different spectral subspaces of the 
same operator but also to transform one Hamiltonian into 
another. 

III. MODIFIED HAMILTONIAN 

Consider once more the factorized expression 

H + ~ = aa*. (3.1) 

Are the operators a and a* here unique? Define the new 
operators 

b = _1 (~+P(X)), 
J2 dx 

(3.2) 
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b * = _1 (- ~ + {3 (X)), (3.3) 
..fi dx 

and demand that H + ! be written alternatively as 

H +! = bb *. (3.4) 

This leads to 

1 d 2 1 2 1 1 ( d 2 {3' 2) - T dx2 + T X + T = T - dx2 + +{3, 
(3.5) 

and so, the condition for {3 is the Ricatti equation 

{3' + {32 = 1 + x 2
• (3.6) 

The occurrence of the Ricatti equation in the factoriza­
tion problems is a typical phenomenon.2

,3 In general, the 
explicit solution of this type of equation is not known. This is 
not the case in (3.6), where one has one particular solution 
{3 = x. Hence, the general solution can be obtained putting 
{3 = x + t/J (x). This yields 

t/J' + 2tjJx +t/J 2 =~'/t/J2 + 2x(1/t/J) + 1 = 0. (3.7) 

Introducing now a new function y = 1/ ifJ, one ends up 
with a first-order linear inhomogeneous equation 

- y' + 2xy + 1 = 0, 

whose general solution is 

(3.8) 

y = (r + f e - x" dX)~', rER. 
Hence, 

e-~ e-~ 
ifJ(x) = ., ~{3(x)=x+ -----

r + f~ e - x dx' r + f~ e - .<" dx' . 
(3.9) 

The introduction of the operators b, b * might seem to offer 
little new, as we have still bb * = aa* = H + l' However, the 
commutator of band b * is not a number: 

[b,b *] = {3 '(x) = 1 + ifJ '(x). (3.10) 

Hence, the inverted product b *b is not H + const, but it 
defines a certain new Hamiltonian 

b *b = bb * + [b * ,b ] = H + ! - 1 - ifJ ' = H' - !, 
(3.11) 

where 

H'=H-ifJ'(x)= - ~d: +V(x), (3.12) 
2 dx 

with 

x 2 d[ e-
x

' ] V (x) = - - - . 
2 dx r + f~e-x" dx' 

(3.13) 

If Irl >![ii, the above potential has no singUlarity and be­
haves like x 2/2 for x- ± 00; and so, one obtains here a one­
parameter family of self-adjoint Hamiltonians in L 2(R ). As 
one can immediately see, their spectra are identical to that of 
the harmonic oscillator, though their eigenvectors are differ­
ent. Indeed, (3.4) and (3.11) imply 

H'b * = (b *b + !)b * = b *(bb * +!) = b *(H + 1). 
(3.14) 

Hence, for ¢n (n = 0, 1, ... ) being the eigenvectors of H, the 
functions 

3388 J. Math. Phys., Vol. 25, No. 12, December 1984 

ifJl = b *¢o, ifJ2 = b *¢I'"'' ifJ" = b *¢n _ I'''' (3.15) 
are the eigenvectors of H' corresponding to the same eigen­
valuesAn = n +!: 

H'ifJn =H'b *¢n-l = b *(H + 1)¢n_1 = b *(n + !)¢n-I 

= (n + !)ifJ" (n = 1,2, ... ). (3.16) 

The functions t/J" are square integrable because of the asymp­
totic behavior of ifJ (x) for x- ± 00. They are obviously or­
thogonal, as (ifJj,ifJk) = (b *¢j_I' b *¢k- I) = (¢j_I' 
bb*¢k_I)=(¢j_I' (H+!)¢k_l) =k(¢j_I' ¢k_d=O, 
for k #j. However, they do not yet span the whole of L 2(R ). 
The missing element is the vector ifJo orthogonal to all of ifJ" 
(n = 1,2, ..... ), 

(t/Jo,ifJ,,) = (t/Jo,b *¢" - I) = ~(bt/>o'¢n _ I) = ° 
(for n = 1, 2, ... )~bifJo = 0, (3.17) 

and so, the "missing vector" is found from the first-order 
differential equation 

bifJo = _1 [~+ {3 (X)]ifJo = ° 
..fi dx 

~o = coe - x'/2exp(lX ifJ (x')dx ). (3.18) 

By the very definition (3.18), ifJo is another eigenvector of H' 
corresponding to the eigenvalue Ao = 1: 

H't/Jo = (b *b + !)ifJo = !ifJo' (3.19) 

As the system of vectors ifJO,ifJl'" is complete in L 2(R ), the 
operator (3.12) is a new Hamiltonian, whose spectrum is that 
of the harmonic oscillator, although the potential is not. 
Since our initial Hamiltonian is parity invariant, the final 
conclusion should remain valid when x_ - x. Indeed, 
though each one of the potentials (3.13) is not parity invar-

iant, the whole class is: V( - x,r) = V(x, - r) (Irl > ![ii). 
The reader can verify that what we have obtained here is the 
same class of potentials that Abraham and Moses obtained 
by using the Gelfand-Levitan formalism (Ref. 6, Sec. III, 
starting on the top of p. 1336; see also papers by Nieto and 
Gutschick7 and NietoS). 

Remark: Differently than for the oscillator, the eigen­
vectors ifJ" admit no first-order differential "rising opera­
tor." The ifJ,,'s are constructed not by a rising operation, but 
due to their relation to the ¢" 's, which can be schematically 
represented as in Fig. 1. This means, however, that for the 
ifJ" 's there is a differential "rising operator," but it is of the 
third order: A * = b *a*b. As far as we know, the use of the 
higher-order rising and lowering operators in spectral prob­
lems has not yet been explored. 

H' I H 
!A- ~ 
i ~ 
··l~~ .,I,J' 
40

0
• 00/

0 

A= b·ab 

H'A·=A- (H' + II 
H'A=A(H'-II 

FIG. I. The relation between the t/Jn's and the <Pn 'so 
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Earlier work of the author on the spatially periodic solutions of the Korteweg-de Vries equation is 
here extended via an in-depth treatment of a special case. The double cnoidal wave is the simplest 
generalization of the ordinary cnoidal wave discovered by Korteweg and de Vries in 1895. In the 
limit of small amplitude, the double cnoidal wave is the sum of two noninteracting linear sine 
waves. In the oppositie limit oflarge amplitUde, it is the sum of solitary waves of two different 
heights repeated periodically over all space. Although special, the double cnoidal wave is 
important because it is but the particular case N = 2 of a broad family of solutions known 
variously as "N-polycnoidal waves," "finite gap," "finite zone" solutions, "waves on a circle," or 
"N-phase wave trains." It has been shown by others that the set of N-polycnoidal waves gives the 
general initial value solution to the Korteweg-de Vries equation. This present work is the core of a 
three-part treatment of the double cnoidal wave. This part, the overview, presents graphic 
examples in all the important parameter regimes, explains how collision phase shifts alter the 
average speed of the two wave phases from the "free" velocities of the two solitary waves, 
describes the different branches or modes of the double cnoidal wave (it is possible to have many 
solitary waves on each spatial period provided they are of only two distinct sizes), and contrasts 
the results of this work with the very limited numerical calculations of previous authors. The 
second part describes how the problem of numerically calculating the double cnoidal wave can be 
reduced down to solving four algebraic equations by perturbation theory. The third part explains 
how the so-called "modular transformation" of the Riemann theta functions is important in 
interpreting N-polycnoidal waves. 

PACS numbers: 02.30.Jr, 02.60.Lj 

I. INTRODUCTION 

The "Hill's spectrum method," developed in the mid-
1970's by Lax, Novikov, McKean, and others, has been a 
powerful theoretical tool for understanding the spatially pe­
riodic solutions of the Korteweg-de Vries and other soliton 
equations. In particular, it showed that there existed solu­
tions which generalize the simple cnoidal waves found by 
Korteweg and de Vries themselves in 1895. These general­
izations were dubbed "polycnoidal waves" in Ref. 1 but they 
are known alternatively as "finite band" or "finite gap" solu­
tions in the Russian literature and sometimes as "N-phase 
wave trains" in the American journals. The N-polycnoidal 
wave is a function of N "phase" variables of the form 

(1.1) 

where the k i are wavenumbers, the Ci are phase speeds, and 
the <Pi are constant phase factors. The most compact expres­
sion for u(x,t ) is in terms of a N-dimensional Riemann theta 
function whose arguments are the N "phase" variables de­
fined in (1.1). Although the polycnoidal waves, like the ordi­
nary cnoidal wave which is the special case N = 1, are thus 
special solutions, it has been shown that the class of poly­
cnoidal waves is dense on the set of solutions of the 
Korteweg-de Vries (KdV) equation which are spatially peri­
odic. To put it another way, the solution to the KdV equa­
tion for an arbitrary initial condition can be approximated 
for an arbitrary finite time interval to an arbitrary degree of 
accuracy by an N-polycnoidal wave of appropriate param­
eters and sufficiently large N. Thus, to understand these spe­
cial solutions is to understand the general solution, too, at 
least for finite time. 

Unfortunately, like its counterpart, the inverse scatter­
ing method for a spatially unbounded domain, the Hill's 
spectrum method is very complicated and a poor tool for 
actual numerical calculations. To quote Ferguson et al.,2 
"the exact formulas seem to be of little practical use." An 
alternative approach was discovered by Hirota3

•
4 and subse­

quently generalized to the spatially periodic problem inde­
pendently by Nakamura5 and Boyd.) The reason for the al­
ternative's effectiveness is that the theta functions satisfy not 
the KdV equation itself, but rather Hirota's transformed 
version, which will be called the "Hirota-Korteweg-de 
Vries" or "HKdV" equation; the solution of the KdV equa­
tion is obtained by taking the second derivative with respect 
to x of the logarithm of the theta function. Because the theta 
function depends on only a finite number of parameters, it is 
possible to reduce the problem down to that of solving a 
finite set of algebraic equations to determine these theta 
function parameters. 

The aim of this paper, which is a sequel to Ref. 1, is to 
exploit this Hirota-theta function approach to deepen our 
understanding of the spatially periodic solutions of the 
Korteweg-de Vries equation, paying particular attention to 
N = 2, the double cnoidal wave. This article and its two 
companion papers,6.7 are a single connected work. The other 
two papers discuss a perturbative (and numerical) solution of 
the implicit dispersion relation for the theta function param­
eters and the role of the "special" modular transformation of 
the theta functions in physically interpreting the polycnoidal 
wave solutions. This paper will strive to provide a general 
overview of the physics and mathematics of polycnoidal 
waves, leaving the technical details to the other two articles 

3390 J. Math. Phys. 25 (12), December 1984 0022-2488/84/123390-12$02.50 © 1984 American Institute of Physics 3390 



                                                                                                                                    

wherever possible. 
Before giving an outline of this work, it is useful to com­

pare and contrast its aims with those of three other schools of 
polycnoidal wave studies. A. Nakamura and his collabora­
tors R. Hirota, M. Ito, and Y. Matsun05

,8-10 have developed 
the direct theta function method by showing, via a mixture 
of clever theorems and occasional numerical calculations, 
that it can be used in principle to reduce a large number of 
different soliton-admitting partial differential equations to a 
finite set of algebraic equations for the theta function param­
eters. Equations whose Hirota-transformed equivalent is a 
set of coupled bilinear equations or a complex equation are 
discussed as well as the simpler case of those which, like the 
Korteweg-de Vries equation, transform into a single bilinear 
equation with real coefficients. They emphasize that a num­
ber of as yet unresolved technical difficulties exist for these 
other classes of equations, which is why this present article is 
focused specifically on the KdV equation. The limitations of 
their work are a lack of explicit calculations (except for ordi­
nary cnoidal waves and some numerical computations de­
scribed in Sec. VII), omission of perturbation theory such as 
is given in Ref. 6, and restriction to theta Fourier series only. 
The alternative Gaussian series for the theta function, intro­
duced in Ref. 1, is a better way to explore the near-solitary 
wave regime. 

Forest, McLaughlin, Flaschka, and FergusonZ
•
11 have, 

like the author, attempted to explore polycnoidal waves in 
the spirit of applied mathematics rather than pure math­
ematics by taking a "concrete viewpoint," to borrow a 
phrase from the title of Ferguson et al. 2 Though the philoso­
phy thus is similar, the line of attack is very different: this 
work and Refs. 1, 6, and 7 scrupulously avoid any explicit 
use of the Hill's spectrum method while Ferguson et aU 
have "Spectral theory" as the first words of their title. Their 
whole approach is oriented toward understanding polycnoi­
dal waves via calculation of the spectrum of Hill's equation 
and they avoid all mention of Hirota's transformed bilinear 
equations, perturbation theory, the special modular trans­
formation, and most of the other topics we will discuss. 
Thus, their work is complementary to what will be presented 
here. 

The Polish school of Zagrodzinski and laworski12 has 
written an interesting series of papers on the sine-Gordon 
equation. Their approach is inverse to that used here in that 
they completey specify the theta matrix and then solve for 
the wavenumbers kj • This simplifies much of the analysis at 
the expense of obtaining generally nonintegral kj so that 
their solutions are "almost periodic" rather than periodic in 
space. 

II. AN OVERVIEW OF THE DOUBLE CNOIDAL WAVE 

The Hill's spectrum method has shown that the N-po­
lycnoidal wave is most easily expressed in terms of an N­
dimensional Riemann theta function via 

d 2 

u(x,t) = 12 dx2In[8(x,t)]' (2.1) 

where 8 (x,t) is the N-dimensional Riemann theta function 
and where u(x,t) is the actual solution of the Korteweg-de 
Vries equation 
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(2.2) 

For the special case N = 2, which will be henceforth called 
the "double cnoidal wave," the theta function is defined by 

00 00 

8= L L exp( - {Tllnl2 + 2T12nln2 + T22n/J) 

(2.3) 

where the Tij are the elements of a 2x2 positive definite 
symmetric matrix known as the "theta matrix" and where X 
and Yare the "phase variables" defined, as in (1.1), by 

X = kl(x - Cit) + <PI' 

Y = k2(x - c2t) + <P2' 

(2.4) 

(2.5) 

Mathematicians normally define the theta function in terms 
of an imaginary theta matrix as explained in Appendix A, 
but the real-valued Tij employed in (2.3) are more convenient 
for calculations. The independent parameters are the wave­
numbers kl and k2' and the diagonal theta matrix elements 
Til and Tz2' The dependent parameters are the phase speeds 
C I and C2 , plus the diagonal theta matrix element T 12• [There 
is a fourth dependent parameter, the constant of integration 
A in the "Hirota-Korteweg-de Vries equation" described in 
Ref. 6, but this is only a calculational tool and does not ap­
pear in the final answer (2.1).] 

The wavenumbers kl and k2 can be arbitrary; Novi­
kov13 has emphasized from his earliest papers that if the 
wavenumbers are incommensurable, i.e., if kllkz is an irra­
tional number, then the double cnoidal will be "almost peri­
odic" in space rather than strictly periodic, but this is math­
ematically legitimate. Although some applications of 
"spatial almost periodicity" can be envisaged,14 it is suffi­
cient for most physical problems to take kl = 1 and k2 = 2. 
The reasons are that (i) in most Fourier series, the second 
harmonic (k = 2) is the largest component after the funda­
mental (k = 1), and (ii) one can change the spatial period 
from unity [as in (2.3) with kl = 1] to an arbitrary period 
through a trivial rescaling of the coordinates. The spatial 
period is equal to one in all the figures and cases described in 
the rest of this paper. 

The diagonal theta matrix elements are thus the more 
important parameters because they specify the amplitUde of 
the two waves that make up the double cnoidal wave. Figure 
1 indicates the different wave regimes of the Tll - T22 plane. 
When Til and T22 are both large, the double cnoidal wave is 
approximately equal to the sum of two linear, noninteracting 
sine waves of different wavenumbers and phase speeds, i.e., 

u(x,t) = - 48r[ k ie - T" COS(21TX) 

+ k ~e- T" COS(21TY)]. (2.6) 

When both Til and T22 are small, the double cnoidal 
wave is approximately given by the usual Korteweg-de Vries 
double solitary wave with one tall soliton and one short soli­
ton on each unit interval in x. The Fourier series (2.3) con­
verges very slowly for small Til and T22. The central theme 
of the author's previous paperl is that one should substitute 
instead the series 
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FIG. I. Schematic diagram showing the four main regimes of the double 
cnoidal wave in TIl - T22 plane, where TIl and T22 are the diagonal theta 
matrix elements, which are always positive. 

e = n, ~~ 00 n,~~ oc exp ( - {(R;,) (X + n,)2 
I half-integers I 

+ RdX + n,)(Y + n2) + (R;2) (Y + n2)2}) , (2.7) 

where the sums are over the half-integers, ±!, ±~, ±~, ... , 
and where the Rij are proportional to the elements of the 
inverse of theta matrix formed by the Tij' For obvious rea­
sons, (2.7) will be referred to as the "Gaussian" series of the 
theta function since each term is a Gaussian function of X 
and Y; this series is the Poisson sum of the Fourier series. As 
explained in Appendix B of Ref. 6, the usual double solitary 
wave can be obtained from (2.7) by truncating it to four terms 
and taking the second logarithmic derivative as in (2.1), but 
the result is too messy to repeat here. 

The strength of using two alternative series represen­
taions, (2.3) and (2.7), is that the Fourier series converges 
rapidly in the double sine wave regime where (2.7) converges 
slowly, while the Gaussian series converges rapidly in the 
double soliton regime where the Fourier series is almost use­
less. Consequently, in this paper and its two companions, we 
shall move from Fourier series to Gaussian series and back 
again with great freedom. As explained in Ref. 6, the me­
chanics of calculating the unknown phase speeds and diag­
onal theta matrix element (either T12 or R d are such that the 
Fourier-based computation is merely a special case of that 
for the Gaussian series. 

Unfortunately, neither series is rapidly convergent 
along the T" and T22 axes where one diagonal theta matrix 
element is large in comparison to the other, but this is not of 
vital importance because these near-axis regimes represent a 
single solitary wave perturbed by a very small amplitUde sine 
wave. As such, these regimes are much less interesting than 
those in which the two waves are of equal amplitude since 
theories for the single soliton subject to an arbitrary pertur­
bation have been developed by R. Grimshaw'5 and others he 
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references. In practice, there is actually a high degree of 
overlap between the Fourier and Gaussian series both with 
each other and with the perturbed one-soliton regimes, so 
the need for special methods for these near-axis double cnoi­
dal waves is usually academic. 

The double solitary wave regime is the most interesting 
case of all. In Sec. IV, the geometry of the X- Y plane is de­
duced from the Gaussian series. To some extent, this will 
merely repeat the construction given in Ref. 1 for the single 
cnoidal wave, but it will also bring out several features such 
as phase shifts and the special modular transformation 
which are unique to polycnoidal waves with N>2, and have 
no counterpart for the ordinary N = 1 cnoidal wave. First, 
however, some sample graphs are presented to give the read­
er a feeling for each of the four regimes of the double cnoidal 
wave. 

III. SAMPLE DOUBLE CNOIDAL WAVES 

Figures 2-5 illustrate u(x,t ) for each of the wave regimes 
indicated schematically in Fig. 1. The graphs were computed 
in a frame of reference moving at the phase velocity c, so that 
the tallest peak is approximately stationary; in this frame of 
reference, the double cnoidal wave is simply periodic in time, 
so it suffices to show half of one temporal period. Strictly 
speaking, the double cnoidal wave solution has a mean value 
ofO, i.e., the integral of u(x,t ) over a period is 0, but for visual 
clarity, a constant '6 has been added to the graphs. 

The first case is that of a classic double solitary wave: 
The tall soliton overtakes the short soliton and only a single 
peak is visible at the time of maximum interaction. In time, 
however, the two separate and emerge unchanged by their 
interaction except for a shift of phase. In other words, the tall 
peak is briefly accelerated and the short peak briefly deacce­
lerated by their encounter so that the tall soliton is farther to 
the right than it would have been in the absence of the colli­
sion. In a spatially unbounded domain, where there are just 
the two solitons on the whole interval XE[ - 00,00], this col-

960 
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~ 460 
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240 I \ 
I \ 

I \ 
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.. / " o _/. .. 
-500 -375 -.250 -.125 o -.125 250 375 500 

FIG. 2. A Korteweg-de Vries double cnoidal wave in the double soliton 
regime. The mode in this and the next three figures is [1,2] P or equivalent­
ly, { 1, Ij P, in the notation defined in Sec. V. The angle variable X, defined by 
(2.4) was set equal to x, the spatial coordinate, for all curves so that we are 
looking at the wave in a frame of reference moving with the phase speed, C I' 

The double cnoidal wave is simply periodic in time in this reference frame 
with a period P = l/c2 • Solid curve (t = 0), dashed curve (t = P /4), and dot­
ted curve (t = P /2) show one half of a time period. TIl = 0.397, 
TJ2 = 0.359, and T22 = 0.892 (with kl = 1 and k2 = 2, here and in the next 
three figures). 
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FIG. 3. Same as Fig. 2 except that the polycnoidal wave is in that intermedi­
ate parameter range where it can be regarded (and accurately approximat­
ed) as either a pair of linear sine waves or a pair of solitary waves. Solid curve 
(t = 0), dashed curve (t = P /4), and dotted curve (t = P /2), where Pis the 
time period. 

lision is a once-in-a-lifetime event, and therefore does not 
affect the average speed of the solitons. On the periodic do­
main, the collision is repeated endlessly, so the repeated 
phase shifting does alter the average phase speed of the soli­
tons. The implications of this are discussed in the next sec­
tion and more particularly in Sec. v. 

Figure 3 shows the double cnoidal wave when both 
peaks are much smaller and wider. The parameter values are 
such that the polycnoidal wave lies in that intermediate re­
gime where it can be equally well considered to be a solitary 
wave or a pair of sine waves: both lowest-order approxima­
tions agree with the exact solution to within a few percent of 
accuracy. The qualitative behavior is very similar to that of 
the extreme double soliton case shown in Fig. 2, and can 
likewise be interpreted as colliding solitary waves. The alter­
native sine wave interpretation is equally straightforward. 17 

At t = 0 (solid curve, Fig. 3), a trough of the second harmon­
ic is 180 degrees out of phase with the wavenumber one com­
ponent at X = o. The result is a dimple at X = 0, where the 
peak of the fundamental is partially cancelled by a trough of 
the second harmonic, two peaks on either side of the origin 
near nodes of the second harmonic, and very deep troughs at 
X = ±!, where both the fundamental and harmonic have 
negative maxima. When the second harmonic has moved a 
quarter unit in X (dotted curve), there is a single tall, narrow 
peak at X = 0 where the fundamental and second harmonic 
are in phase, and smaller secondary peaks at X = ±! where 
the narrow crests of the second harmonic rise from the flat­
ter troughs of the fundamental. 

Figure 4 illustrates the rather boring case of a single 
soliton modified by a small superharmonic (wavenumber 
two) perturbation (T22> Til' where k2 = 2 kd. Lax has 
shown 18 that when the two solitons are sufficiently unequal 
in size, the tall soliton becomes shorter and broader during 
the collision (i.e., while out of phase with the crest of the 
perturbation) but the dimple at or near X = 0 (so that Figs. 2 
and 3 always have two local maxima) does not occur so that 
there is only a single local maximum for part of each period 
in time. 

Figure 5 shows the other perturbed soliton regime 
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FIG. 4. Same as Figs. 2 and 3 except that the polycnoidal wave is actually a 
weakly perturbed ordinary cnoidal wave. Solid curve (t = 0), dashed curve 
(t = P /4), and dotted curve (t = P /2), where T = lIe2 is the time period. 
Til = 1.00, TI2 = 0.759, and T22 = 3.00. 

(TII>Tzz). This is a cnoidal wave of half-unit spatial period 
weakly affected by a subharmonic perturbation of unit peri­
od. For clarity, a slightly different convention was used than 
with the preceding three figures: Instead of keeping the 
phase of X fixed while advancing that of Yby a half unit, the 
phase of X was decreased by 0.25 while that of Y was in­
creased by 0.25 to trace out half a time period so that the 
peaks are quasistationary in the graphical frame of reference. 

The twin crests of the cnoidal wave do not merge under 
the influence of the perturbation, but instead execute a small 
oscillation about their mean positions. This is perfectly con­
sistent with interpreting this case as the collision of two soli­
tons that differ slightly in amplitude. Lax l8 has shown that, 
in the words of Fornberg and Whitham, 19 "there are always 
two maxima; the wave approach each other and exchange 
roles, but then shear away and do not pass through each 
other." Another way to look at this to examine the dimple at 
x = 0 at the time of the maximum soliton overlap in Fig. 2. 
As the ratio of the amplitude of the two solitons becomes 
closer and closer to 1.0, this local minimum at x = 0 be-
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FIG. 5. Same as Figs. 2-4 except that the polycnoidal wave is a simple cnoi­
dal wave of half-unit period subject to a weak perturbation of unit spatial 
period. For clarity, a different frame of reference was used such that the 
phase of the angle variable X was decreased by 0.125 between graphs while 
that of Y was increased by the same amount. Solid curve (tPI = 0, tP2 = 0), 
dashed curve (tPI = - 0.125, tP2 = 0.125), and dotted curve (tPI = - 0.25, 
tP2 = 0.25). Til = 3.00, Tl2 = 0.851, and T22 = 1.811. 
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comes deeper and deeper until the two solitons are separated 
by a wide, deep trough even at the time of closest approach. 

One can also interpret Fig. 5 in terms of constructive 
and destructive interference between two periodic waves of 
different phase speeds. Although not obvious on the graph, 
the right peak in Fig. 5(b) is in fact slightly taller than the left 
peak as a result of constructive interference at x = 0.25 with 
the crest of the kl = 1 component while the left soliton is 
shrunk a bit because it rests on the trough of the perturbation 
at x = - 0.25. As the perturbation continues to move rela­
tive to the tall peaks, it will reinforce and weaken each large 
crest in tum. Thus, one has two alternative interpretations of 
this case that lead to the same conclusions: (i) two colliding 
solitary waves of almost identical amplitude on each period­
icity interval, or (ii) a simple cnoidal wave of half-unit period 
whose crests swell and accelerate or shorten and slow down 
as the crests and troughs of the sine wave perturbation move 
through them. 
IV. THE GEOMETRY OF THE X- Y PLANE 

Although the samples of the preceding section illustrate 
the general characteristics of double cnoidal waves, there are 
some important, but subtle, aspects of polycnoidal waves 
which can be explained only by examining 8 (X, Y) and its 
relation to u(x,t). As noted in Ref. 1, a heuristic way of con­
structing a polycnoidal wave is to simply repeat the usual 
multiple soliton solution over the whole x-axis. The resulting 
approximation is obviously periodic, but generally is not an 
exact20 solution of the Korteweg-de Vries equation. 

Boyd I shows, however, that Hirota's transformed sin­
gle solitary wave solution, 

F= 1 + exp(2sX), (4.1) 

which gives the usual hyperbolic secant squared soliton 
upon taking the second logarithmic derivative, can be gener­
alized to a "bi-Gaussian" 

e(x,t) = exp[ -sIX -1T12)2/1r] 

+ exp [ - sIX + 1T 12 )2/1T ]. (4.2) 

If one repeats (4.2) over the whole interval, one obtains the 
Gaussian series of the one-dimensional theta function, 
which is an exact solution of the Hirota-Korteweg-de Vries 
equation, and therefore generates an exact solution of the 
KdV equation upon taking the second logarithmic deriva­
tive. Figure 6, which is borrowed from Boyd,6 illustrates the 
procedure. The shape of the polycnoidal wave is determined 
by the theta function; the only remaining unknown (for the 
ordinary cnoidal wave) is to solve a pair of algebraic equa­
tions to determine the nonlinear phase speed C I in the "an­
gle" variable X. 

The same concept applies for higher polycnoidal waves. 
In particular, a "tetra-Gaussian" consisting of four Gaus­
sian functions of identical shape but with peaks located at the 
four comers of a unit square (X = ± 0.5, Y = ± 0.5) gives 
the usual double soliton of the KdV equation on an infinite 
domain in x. (A proof is given in Appendix B of Ref. 6.) 
When this tetra-Gaussian is repeated with unit spacing over 
the whole of the X- Y plane, it generates the Gaussian series 
of the theta function. 

In the near-double soliton regime (small Til' T22 or 
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FIG. 6. Schematic diagram showing the relationship between the bi-Gaus­
sian and theta function solutions to Hirota's transformed version of the 
KdV equation. The left side shows the situation when the domain is un­
bounded: The solution to the transformed KdV equation has just two peaks 
on all of XE[ - 00,00], and the second logarithmic derivative of this gives a 
single crest (corresponding to the valley betwen the two peaks of the bi­
Gaussian) which is the usual solitary wave. When the bi-Gaussian pattern is 
repeated with even spacing over all X, it generates the Gaussian series of the 
theta function. This, as shown on the right, is a spatially periodic solution of 
the transformed KdV equation and its second logarithmic derivative is the 
simple (N = 1) cnoidal wave. [Taken from Boyd'.] For the double cnoidal 
wave, the basic unit is a tetra-Gaussian with peaks at the four comers of a 
unit square in the X- Yplane which generates the double solitary wave when 
the domain is unbounded. The idea is the same, however, repeating this 
basic unit over all of X- Y space with even spacing gives a periodic solution to 
the transformed KdV equation whose second logarithmic derivative with 
respect to x is the double KdV cnoidal wave. 

equivalently, large RII and R22)' the Gaussians are sharply 
peaked so that the full infinite series can be approximated on 
the unit square by the sum of the four Gaussians whose peaks 
are at its comers. The reason that it is not possible to ap­
proximate the series by a single Gaussian is that u(x,t) is 
obtained by taking the second logarithmic derivative, which 
for a single Gaussian would be u(x,t ) = const. The solitons 
actually lie in the valleys between the peaks of the Gaussians, 
and the center of the square where the two valleys meet is 
also where the solitons collide. 

Figure 7 shows the graph of the theta function in the X­
Y plane with the contours of the function 

U(X,Y) = 12[ k ~(log 8 )xx + 2klk2(log 8 )Xy 

+ q(log 8)yy + aJ (4.3) 

also plotted. (The constant a has been added so that the 
solitons asymptote to 0, as in Figs. 2-5.) The function u(x,t) 
which actually solves the KdV equation is obtained from 
U(X,Y) by drawing a line of slope k2/kl through the origin 
(X = 0, Y = 0). The values of U (X, Y) along this line then give 
the values of u(x,t = 0). The function u(x,t) is obtained at 
later times by moving the line with the velocity - C I in X and 
- C2 in Y consistent with the definitions (for k I = k2 = 1) 

(4.4) 

[The reason for the minus signs is so that u(x 
= O,t) = U ( - cit, - czt ) and similarly for other x to agree 
with (4.4).] 

If the solitary waves collided without a shift of phase, 
then (i) the theta matrix and inverse theta matrix would be 
diagonal, i.e., TJ2 = RJ2 = 0; (ii) the ridges of U(X,Y) would 
be parallel to the X and Yaxes. In reality, however, there is a 
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FIG. 7. Contours of the two-dimensional theta function (dashed lines) and 
of U(X,Y) in the unit square whose corners are X = ± 0.5 and Y = ± 0.5. 
This is in the double solitary wave regime; the Gaussian series was used with 
k, = k, = 1, and R" = 50, R'2 = 2.913, and R22 = 30. The function ulx,t) 
for this case is shown in Fig. 2. 

phase shift of both solitary waves after the collision-the 
taller soliton is temporarily accelerated while the shorter one 
is deaccelerated during their encounter-so the ridges of 
U (X, Y) are tilted with respect to the axes. The magnitude of 
the slope is given in Appendix C of Ref. 6 along with other 
formulas describing the contours of U(X,Y) and so on, but 
the mere fact of the slope is enough to show one rather star­
tling fact: The phase velocities C 1 and C2 are not the speeds at 
which the solitons travel when outside the collision region. 

In the next section, the reason will be discussed in de­
tail. In brief, one concludes that c] and C2 represent the aver­
age velocities of the two solitary waves, and these averages 
are changed from the usual noncolliding soliton speeds be­
cause of the phase shifts that occur during the collision. 
When the spatial domain is unbounded and there are but two 
solitons, the collision occurs but once. With spatial periodic­
ity, the collisions recur endlessly and the average speed of the 
solitons is altered. Before turning to this, however, we must 
first explore the role of wavenumbers. 

Figure 7, which shows a unit square in the X-Y plane, 
implicitly assumes k] = k2 = 1. When k2 = 2, however, Y 
varies by 2 when x varies by 1. Thus, for kl = 1 but k2 = 2, 
the whole of the rectangle shown in Figure 8 projects on a 
unit interval in x. The line which takes U (X, Y) to u(x,t ) now 
has a slope of 2, and the reader can see (by laying a ruler 
between the lower left and upper right corner) that for part of 
each temporal period, there are three solitons on each unit 
interval in x: one tall solitary wave and two short solitary 
waves. Figure 9 shows u(x,t ) for the same wave as in Fig. 8. 
Thus, the wavenumbers are extremely important in deter­
mining the qualitative nature of the flow, and Sec. VI will 
examine that role in detail. 
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FIG. 8. Contours of U(X,Y) in the rectangle whose corners are X = ± 0.5 
and Y = 0.5, + 1.5 for k 1 = I but k2 = 2. When converted from X and Y to 
the actual spatial coordinate X, all of this rectangle projects onto a unit 
intervalinx. R 11 = 32, R" = 2.20, andR 22 = 8. The corresponding ulx,t) is 
shown in Fig. 9. 

V. PHASE SPEEDS AND SOLITON VELOCITIES 

As shown in Ref. 6, the overlap of the solitons on one 
unit periodicity interval in x with those of another creates 
corrections to C1 and c2 which can be calculated as a double 
perturbation series in the parameters exp( - R ll ) and 
exp( - R22)' Since the solitons decay exponentially with x [as 
exp( - Rlllxl) and exp( - Rnixl)], it follows that these 
"overlap" corrections decrease exponentially with the half­
widths of the solitary waves. The differences between C1 and 
C2 and the velocities of the solitons, however, decrease only 
linearly with the widths of the solitons, and are therefore 
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FIG. 9. The KdV solution ulx,t) for the wave whose theta function is plotted 
in Fig. 8. As with Figs. 2-4, the phase of X is kept fixed so that we view u(x,t) 
in a frame of reference moving with the phase velocity c,. In this reference 
frame, the wave is periodic in time with a period P = I!c2 . Solid curve 
It = 0), dashed curve (t = P /4), and dotted curve It = P /2). 
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something quite different in nature. 
One proof of this comes from the observation that the 

slopes of the ridges of U (X, Y), which are responsible for mak­
ing the phase and soliton velocities differ, are given by 
- RlI/R12 and - R12/Rzz, respectively, as shown in Ap­

pendix C of Ref. 6. Since R 12 remains 0 (1) when R II and R22 
become large, it follows that the slopes ofthe soliton ridges in 
the X- Y plane become increasingly parallel to the Y and X 
axis, respectively. The angles between the solitons and the 
axes, however, are linear functions of lIRlI and lIR22 while 
the "overlap" corrections, i.e., the higher-order terms in the 
perturbation series of Ref. 6, are decreasing exponentially in 
these same variables. 

A more direct way is to simply calculate these quanti­
ties to zeroth order in perturbation theory, which is equiva­
lent to truncating the infinite theta function series to the 
minimum off our Gaussian functions needed to generate the 
double solitary wave. It is shown in Ref. 6 that the phase 
velocities C I and c2 that appear in the "angle" variables X and 
Yare obtained from the "pseudofrequencies" EI and E2 by 
solving the pair of linear equations 

1(-RlIkl ) (- R12 k2) I I:~I : I EI I· (5.1) 
(-R12kd ( - R22 k2) E2 

To lowest order 

E; = - C~OI Do i = 1,2, (5.2) 

where 

D; Rii k; + R12 kj' i = 1,2, j=/=i (5.3) 

gives the width of each soliton and where C~OI is the "free" 
velocity of a soliton, i.e., the speed at which the soliton tra­
vels when not in collision with another. When "free," 
u(x,t )~3D~ sech2 [D;(X - C~OI t)] in the neighborhood of the 
ith soliton. If we add a constane 6 to u(x,t) and the phase 
speeds so that the solitons asymptote to 0 for large x-the 
result is still a polycnoidal wave solution of the KdV equa­
tion-then 

(5.4) 

which is the usual formula as given in Whitham,21 for exam­
ple, although he uses K in place of our D. 

Through elementary algebra, one can show from (5.1) 
through (5.4) that 

(CSOI _ csol) R D 
sol + I 2 12 2 

C I =CI 
kl(R lI R22 - R12 Rd 

(5.5) 

In the extreme soliton regime (RlI' R22>1), R lI , R22>R I2, 
which permits (5.5) to be simplified to 

C I = C~ol + (C~OI_ C~OI) k2(RI2/Dd. (5.6) 

Now it can be shown (Whitham21 and Appendix C of 
Ref. 6) that the phase shift experienced by a soliton of ampli­
tude determined by RII (which we shall call "type I" for 
short) after collision with a soliton of the other size is (R 12/ 
Dd, so (5.7) implies, reasonably enough, that the difference 
between the "free" speed of the soliton and the correspond­
ing phase velocity in X is proportional to this phase shift­
which argues strongly that it is the phase shift that is the 
cause of this difference. If this explanation is correct, how-
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ever, then (5.6) should also depend upon the frequency with 
which a soliton of type 1 collides with a soliton of type 2. 
Since k2 determines the number of solitons of type 2 per unit 
interval in x, it follows that k2(C~01 - C~OI) is the frequency 
with which a soliton of type 1 will collide with a soliton of the 
other size per unit time. The wavenumber kl' which deter­
mines the density of type 1 solitons per unit interval of x, is 
conspicuously missing from (5.6); it has no bearing on the 
number of collisions between a particular soliton of type 1 
and all the solitons of the other height because a type 1 soli­
ton collides only with the solitary waves of the other ampli­
tude. Thus, (5.6) can be rewritten schematically as 

C I = C~OI + (number of collisions/unit time J (phase shift! 

collision J (5.7) 

and similarly for C2. 

Thus, as mentioned earlier, C I and C2 may be properly 
interpreted as the average speeds of the solitary waves while 
their instantaneous speeds (outside collision zones) are given 
by the different quantities C~ol and C~OI. 

VI. WAVENUMBERS AND THE SPECIAL MODULAR 
TRANSFORMATION 

The wavenumbers kl and k2 have different roles in the 
double-sine wave and double-soliton regime. In the near­
linear regime, k I and k2 are the actual wavenumbers of the 
two sinusoidal, noninteracting waves that approximate the 
polycnoidal wave. In the double-soliton regime, the widths 
of the solitary waves are given by the "pseudowavenumbers" 
defined by (5.3) above, and kl and k2 instead give the number 
of solitons on each interval. This was shown explicitly by 
Figs. 8 and 9 in Sec. IV, where a double cnoidal wave with 
three solitons on each unit interval was displayed. Since 
RII >R22 for this case and k2 was the wavenumber equal to 
two, the pair of identical solitons was shorter than the third, 
but one could mix two tall solitons with a single shorter one 
on each unit interval by either choosing kl = 2 instead or 
taking R22 larger than R II . More exotic combinations are 
possible and it will be argued in the next section that Hy­
man22 computed a double cnoidal wave with four solitary 
waves on each spatial period, three tall and one short. 

This all seems rather straightforward, but in reality the 
issue of wavenumbers is so complicated as to demand an 
entire separate article unto itself (Ref. 7). The Serpent in 
Eden is that the different roles assigned to the wavenumbers 
for solitons and sine waves are contradictory. Figures 7-9 
show clearly that the usual situation of two solitons of une­
qual size per unit interval in x demands kl = k2 = 1, but in 
the sine wave regime, this is absurd because the linear disper­
sion relation demands that two infinitesimal amplitude 
waves of the same wavenumber must also have the same 
phase speed, and the double cnoidal wave collapses into the 
ordinary single cnoidal wave. The simplest possibility that 
preserves two distinct phase speeds and "phase" variables 
and is a true double cnoidal wave is to take k2 = 2k l, i.e., one 
wave is the second harmonic of the other. 

The resolution of this difficulty lies in a remarkable fact 
that at first seems only to put us into more trouble: Each 
theta function of two or more dimensions can be written in a 
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denumerable infinity of ways via the so-called "special mo­
dular transformation" which is the central theme of Ref. 7. 
The theta matrices and wavenumbers are transformed by 
matrices whose elements are integers so that the equivalent 
representations of a theta function with integral wavenum­
bers are restricted to those for which the new wavenumbers 
are integers also. 

Physically, of course, there is no ambiguity at least in 
the limits ofvery large or very small wave amplitudes: In the 
double-soliton regime, there is only one representation for 
which the wavenumbers give the actual density of solitary 
waves on the unit interval and the phase speeds of the phase 
variables are the average velocities ofthe solitons, and in the 
double-sine wave regime, there is again only one way of writ­
ing the theta function in which the wavenumbers and phase 
speed of its arguments X and Yare the actual wavenumbers 
and phase speeds of the two sine waves. The special modular 
transformation is thus a way of providing the theta function 
with a mathematical disguise which alters the arguments 
and parameters of the theta function without altering the 
Korteweg-de Vries solution which it generates. It would be 
quite foolish, however, to dismiss the modular transforma­
tion as a mere mathematical curiosity. 

In the first place, it implies that the nonlinear implicit 
dispersion relation given in Ref. 6, which must be solved to 
determine C 1, C2 , and the diagonal theta matrix element, has 
nonunique solutions. (In fact, an infinite number of them.) 
Some care is needed to insure that one computes in the 
"physical" representation so that the phase speeds comput­
ed are those of the actual components of the polycnoidal 
wave being sought, and not merely mathematical disguises 
for something quite different. 

In the second place, the special modular transformation 
resolves the dilemma of needing different wavenumbers to 
make sense of the simplest double-soliton and double-sine 
wave regimes. If one solves the residual equations by varying 
the diagonal theta matrix elements in small steps, the so­
called "continuation" method, one finds upon graphing 
u(x,t) that the mode which is the sum of one sine wave with 
k 1 = 1 plus another with k2 = 2 does indeed smoothly con­
tinue into a pair of solitary waves, one tall and one short, on 
each unit interval. The phase speeds so computed, however, 
are not those of the actual solitons, but can be made into 
them by taking that modular transformation which reduces 
the wavenumber from k2 = 2 to kl = 1. In a similar way, if 
one begins with the double soliton for k 1 = k2 = 1 and 
marches in the opposite direction of decreasing amplitude, 
the phase speeds computed from the residual equation will 
not be those of the sine wave and its second harmonic that 
dominate u(x,t) when the amplitude is small, but can be 
changed into the physical wave speeds through the modular 
transformation that sends k2 from 1 to 2. The whole business 
is discussed thoroughly with numerical tables in Ref. 7. 

The modular transformation makes it necessary to in­
troduce some notation. A pair of numbers written in square 
brackets, for example, [1,2], is used to denote the wavenum­
bers of the Fourier representation with kl written first. A 
superscript "P" can be added to denote that the "physical" 
representation is meant and not one of the infinite number of 
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disguises allowed by the mathematics. (When there is no 
danger of confusion, the superscript Pwill be omitted; when 
this notation is used elsewhere in this series of papers, the 
"physical" representation will always be meant unless ex­
pressly stated otherwise.) In a similar way, curly brackets, 
i.e., 11,ll will be used to denote the wavenumbers of the 
Gaussian series of the theta function. The author apologizes 
for burdening physics with more notation, but it is unavoid­
able. It is necessary to introduce separate notation for the 
Fourier and Gaussian series because 

(6.1) 

In words, the mode which is the sum of a wave and its second 
harmonic for small amplitude is the sum of one tall and one 
short solitary wave for large amplitude. 

Reference 7 goes on to describe in some detail the iden­
tifying characteristics of the "physical" representation. 
First, it is that for which the off-diagonal theta matrix ele­
ment is small in comparison to the diagonal theta matrix 
elements. Second, it is the representation employed by the 
perturbation series of Ref. 6--the perturbation series always 
give answers in the "right" representation, in other words. 
The perturbation series suggest Tl2 and R 12 are always posi­
tive, so a representation in which either of these off-diagonal 
elements is negative is almost certainly not the physical rep­
resentation. 

Finally, one can give a graphical definition. Figure 10 
compares U(X,Y) for two different 11,2l modes. The left 
panel is simply a repeat of Fig. 8; the corresponding u(x,t) is 
given by Fig. 9 and truly has three solitary waves on each 
unit interval in x. The right panel, however, is in an unphysi­
cal representation. Notice that the repeated soliton ridges 
have a steep positive slope rather than a shallow negative 
slope as in the left panel. The reason is that R 12 is large and 
negative instead of being small and positive as it should be. 

FIG. 10. Contours of U(X,Y)fortwothetafunctionswithk l = I andk2 = 2. 
(a) [left panel] This is identical with that shown in Fig. 8; this choice of wave 
numbers is the physical representation of this wave, so this mode is denoted 
! 1,2l p. (b) [right panel] This is actually a ! I,ll P mode in disguise with 
R II = 74.17, R 12 = - 27.09, and R22 = 30. Although (b) looks quite differ­
ent from Fig. 7, they are plots of the same theta function in different repre­
sentations; when the function shown in (b) is converted back into (x,t) co­
ordinates, the resulting u(x,t) is that shown in Fig. 2. 
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By laying a ruler across the figure at a slope of k2/kl' i.e., 60 
degrees, one can convince oneself that even though one 
wavenumber is 2, there are in fact no more than two solitons 
present at any time. The actual u(x,t ) for Fig. lO(b) is in fact 
that graphed in Fig. 2. 

VII. PREVIOUS CALCULATIONS OF DOUBLE CNOIDAL 
WAVES 

Although there have been a huge number of abstract, 
theoretical papers on polycnoidal waves, there have been 
only two explicit attempts to calculate and graph KdV po­
lycnoidal waves before this present work. Both have limita­
tions which illustrate the usefulness of the ideas developed in 
the two companion papers (Refs. 6 and 7). 

Hyman22 used a variational principle of Lax' to numeri­
cally calculate a number of case studies of double cnoidal 
waves, although only one is described in detail in his paper. 
By carefully computing the trajectory of the maxima, he 
showed "the peaks move with two distinct speeds. In any 
spatial period three of the peaks are traveling with one speed 
while the fourth is traveling faster." This inspired the re­
mark by other researchers,23 "The general shape [of u(x,t )] is 
still obscure, though a large body of numerical information 
has been obtained by J. M. Hyman; for example, he finds 
that for N = 2, the number of peaks and valleys is usually 4 
and on occasion 5." The case illustrated in Hyman's own 
paper has 4 peaks and 4 valleys. 

In light of what has been presented earlier here, it is 
difficult to escape the conclusion that Hyman actually com-

puted only double cnoidal waves with the physical represen­
tation {l,3} P, i.e., four solitons on each unit interval with 
three of one size and a fourth of another, and missed the 
{ l,2} P or { l, l} P modes. Figures 2 through 5 show clearly 
that the conclusion that the "number of peaks and valleys is 
usually four" is nonsense; the {l, lj P - [1,2] P mode has 
only two peaks and two valleys, sometimes less. The conclu­
sion would seem to be that Lax' variational principle com­
bined with numerical nonlinear optimization is a poor way 
to investigate polycnoidal waves. 

Hyman's paper is still of interest, however, because he 
superimposed random perturbations upon his double cnoi­
dal waves and found them to be remarkably stable. It seems 
probable that this is true of all polycnoidal waves, but a proof 
is lacking, and Hyman's paper is at present the only evidence 
in favor of this hypothesis. 

Hirota and It08 have computed a double cnoidal wave 
by numerically solving the implicit dispersion relation. Ta­
ble I gives their results in their original notation, translates 
their results into the notation used here, and then compares 
the results with the Fourier and Gaussian perturbation series 
derived in Ref. 6. The result is a rather resounding triumph 
for perturbation theory: The second-order Fourier series 
gives all three physically significant unknowns to within 4% 
relative error while the zeroth order Gaussian series, i.e., the 
tetra-Gaussian double soliton, gives these same three quanti­
ties to within 4% error also. The conclusion is that number 
crunching is not really necessary: for most purposes, the per­
turbation series of Ref. 6 are more than adequate. 

TABLE I. A comparison of the numerical calculations of a double cnoidal wave from Hirota and I t08 with Fourier and Gaussian perturbation theory. The 
first line of the table gives the numerical results of Hirota and Ito in their own notation. The second line gives the same exact solution in terms of the notation 
and conventions employed here. (Their theta matrix elements must be multiplied by 1T, their constant of integration A. divided by - 2 to give my A, and their 
frequencies converted into phase speeds by multiplying by - 1/ k ,. Because I normalize k, to 1, it is also necessary to multiply the phase speeds by 6.25' and A 
by 6.254 to increase the wavenumbers by a factor of 6.25 = 1/0.16.) The third part of the table gives the results of Fourier perturbation theory; because of the 
smallness of the nome q, -q, " the terms in q,' were neglected in computing the first-order solution and q24 in the second-order solution. Relative errors are 
given in square brackets. The fourth part of the table gives the results of Gaussian perturbation theory for R" = 14.38, R" = 6.478, which correspond to the 
T" and T" values employed in the rest of the table. Normally, it would be necessary to determine these R" from the corresponding T" through some kind of 
iterative procedure as explained in the text. 

0.16 0.32 0.464 

1.0 2.0 1.458 

A 

Oth order 0[100%] 
1st order 1013 [34.5%] 
2nd order 1 547 [0.89%] 

A 

Oth order 1443 [5.8%] 
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Hirota-Ito Notation 
722 A. 

1.16 - 2.01 

Boyd Notation 
Tn A 

3.64 I 533 

Fourier Perturbation Theory 
c, 

- 39.5 [300%] 
1l.8 [43.5] 
20.2 [3.8%] 

Gaussian Perturbation Theory 
c, 

20.3 [3.6%] 

- 0.086 1.23 0.297 

21.00 - 150.2 0.933 

C, Tl2 

- 157.9 [5.2%] 1.099 [17.8%] 
- 157.9 [5.2%] 0.936 [0.27%] 
- 150.4 [0.15%] 0.933 [<0.1%] 

C2 R12 

- 149.0 [0.79%] 2.335 [0.56%] 
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Their paper, however, is of further interest because it 
also computes a triple cnoidal wave. This has only seven 
unknowns but there are eight residual equations. Knowing 
from the "Hill's spectrum method" that theta function solu­
tions should exist, they boldly chose seven of the eight equa­
tions and solved them as a closed system, and then verified 
after the fact that the extra equation was also satisfied to 
within machine precision. It would be extremely interesting 
to have an analytical proof of the redundancy of the residual 
equations for N = 3 and higher, as opposed to their numeri­
cal proof, but none is yet known. 

Thus, although the analysis of Refs. 6 and 7 makes it 
possible to improve on these early, limited calculations by 
Hyman and by Hirota and Ito, both papers are still valuable 
for their intelligent use of numerical solutions to suggest as ' 
yet unproven theorems for the future. 

VIII. THE DOUBLE CNOIDAL WAVE IN PERSPECTIVE 

The methods employed here and in Refs. 1,6, and 7 can 
be extended, with a few additional tricks, to most or all of the 
"exactly integrable," soliton-admitting equations which are 
now known to be solvable via theta functions through the 
"Hill's spectrum" method. The Korteweg-de Vries equa­
tion is one of several whose Hirota-transformed equivalent is 
a single bilinear differential equation: applying the new al­
gorithms to the Boussinesq equation, 

(8.1) 

for example, is merely a matter of altering the function; (p,q) 
which is defined in Ref. 6. Other soliton equations like the 
sine-Gordon equation and cubic Schrodinger equation have 
Hirota equivalents which are systems of bilinear equations 
rather than a single equation. For these, there are still some 
holes even in the Hill's spectrum method, so the class of 
"coupled bilinear" equations requires further work. Still, 
there seems little doubt that most of the concepts developed 
here (using the Gaussian series for large amplitUde and the 
Fourier series for small, reducing the partial differential 
equation to the algebraic residual equations, computing ex­
plicit perturbation series, and applying the modular trans­
formation) will be important for these other types of soliton 
equations, too. 

A much harder question is to relate the KdV polycnoi­
dal waves to the nonlinear solutions of similar differential 
equations that are not "exactly integrable" via the inverse 
scattering or Hill's spectrum algorithms. The Gaussian se­
ries, which converges most rapidly when the wave amplitUde 
is large, is a specific property of theta functions and does not 
carry over to waves that cannot be described in terms of theta 
functions. 

Reference 1 (Appendix B) has shown, however, that it is 
possible to compute Fourier series representations for polyc­
noidal waves by using Stokes' expansions, which is a particu­
lar case of the singular perturbation technique known as the 
"method of multiple scales," without employing theta func­
tions in any sense at all. The Stokes' expansion strongly sug­
gests that double and triple and N-polycnoidal waves exist 
for almost any species of neutral, nondissipative waves 
whether the governing equation is "exactly integrable" or 
not. 

3399 J. Math. Phys., Vol. 25, No. 12, December 1984 

This hypothesis must be qualified in several obvious 
ways. First, a perturbation series for a wave is not quite the 
same thing as an existence proof for the wave. For the 
Korteweg-de Vries equation, the Hill's spectrum method 
shows that the theta series converges for all values of the 
wave amplitUde; the corresponding Fourier series for a non­
integrable equation may have only a finite radius of conver­
gence, or perhaps be an asymptotic series with no radius of 
convergence at all. 

Second, numerical experiments with nonintegrable dif­
ferential equations have shown that their solitons collide ine­
lastically with often the creation of a new soliton or the per­
manent destruction of an old one; such solutions cannot be 
classified as (limiting cases ot) polycnoidal waves. However, 
this does not contradict the hypothesis that polycnoidal 
waves exist for nonintegrable equations, too. What makes 
polycnoidal waves so important for the Korteweg-de Vries 
equation is that they are complete, that is, the general initial 
value solution can be approximated to an arbitrary degree of 
accuracy by an N-polycnoidal wave of sufficiently large N. It 
seems probable that polycnoidal waves exist for at least some 
nonintegrable partial differential equations, but lack this 
property of initial value completeness. In other words, for 
nonintegrable equations, there are solutions which cannot be 
approximated to arbitrary accuracy by polycnoidal waves. 

It is known, however, that for some nonintegrable equa­
tions which are closely related to integrable equations, the 
degree of inelasticity seems to be small. (This notion of 
"nearly integrable" equations is well developed with many 
examples in the review by Makhankov.24

) Perhaps with bet­
ter understanding of polycnoidal waves, it will be possible to 
put a bound on the nonpolycnoidal part of the solution and 
still apply the concept of a polycnoidal wave, at least qualita­
tively, to such nearly integrable equations. 

IX. SUMMARY AND CONCLUSIONS 

This article and its two companions (Boyd6
•
7

) have tried 
to show that much can be learned about the generalized 
cnoidal waves of the Korteweg-de Vries equations and relat­
ed equations by using rather elementary methods. The per­
turbation series of Boyd6 provide an accurate means of cal­
culating both phase speeds and u(x,t) itself in all the 
interesting parameter regimes. The Gaussian series is espe­
cially useful because it converges rapidly in precisely that 
domain-large amplitude-where all normal perturbation 
theories fail. The special modular transformation, which in­
volves nothing more esoteric than multiplying the theta ma­
trix by another matrix whose elements are explicitly given 
integers, is essential in correctly interpreting the various 
modes of the double cnoidal wave. The most important 
mode is shown to be the sum of two solitary waves on each 
unit interval in x for large amplitude and to be the superposi­
tion of two linear sine waves, with one being the second har­
monic ofthe other, for small amplitude. 

The directions offuture research are fairly clear. One is 
to simply apply the formalism developed here to other soli­
ton equations like the Boussinesq equation (8.1) and tum the 
crank. 

A second, more interesting direction is to explore the 
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connection between polycnoidal waves and the general ini­
tial value problem with spatial periodicity. The Hill's spec­
trum method provides one complicated and indirect means 
of calculating that polycnoidal wave which approximates a 
given, arbitrary initial condition. It is known, however, that 
one can obtain a simpler answer by employing the method of 
multiple scales (a Stokes' expansion-with-a-twist, if you will) 
for small amplitude, and it appears possible to extend this 
into an effective numerical algorithm for any amplitude. 

A third line of attack is to explore those other soliton 
equations whose Hirota bilinear form is a pair of equations 
rather than just one. The sine-Gordon equation and the cu­
bic Schrodinger equation are examples. There are still some 
gaps even in the Hill's spectrum theory for these equations, 
so the extension of the ideas presented here to the coupled­
bilinear class of systems is far from trivial. Nonetheless, one 
expects that perturbation theory, Gaussian series, the alge­
braic residual equations, and the modular transformation 
will all playa role. 
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APPENDIX A: THETA FUNCTION NOTATION 

Mathematicians normally define the theta function via 

() [E, ](~,T) = L exp {1Ti [I I ty(n i + Ei) 
E n ,~l}~l 2 

X (nj + ~) + 2 itl (ni + ~) (Si + ~)]). 
(AI) 

~ is the N-dimensional vector of dependent variables; in the 
theory of polycnoidal waves, Sl = ki(x - cJ) + ¢i> 
i = 1, ... ,N as in (1.1). The quantity [:' ], the "characteristic" 
of the theta function, consists of two N-dimensional row vec­
tors written one above the other with each element restricted 
to be either 0 or 1. The vector n = (n 1,n2 ,,,,,nN ), and the sum­
mation is taken over all possible positive and negative inte­
gers (including 0) for each of n 1,n2,,,.,nN • 

In applications to KdV polycnoidal waves, one can pick 
the characteristic at will. The usual choice, as in Nakamura5 

and Boyd,l is to use () [g] (~,T). For the Gaussian series (soli­
ton regime calculations), the formulas are a little simpler if 
one employs 

() [~] (~,T) = () [~] (~+ ~,T), (A2) 

Note that the two differ only in choice of the phase of~, but 
like all wave phases, these are arbitrary anyway. The choice 
of theta characteristic is physically irrelevant. 

Although Ref. 7 uses the theta matrix in the mathemati­
cian's form (AI) [for convenience in discussing the deriva­
tion of the "special" modular transformation from the gen­
eral transformation given by Rauch and Farkas25

], it is 
easier in most applications to eliminate the factor of 1Ti by 
defining the real theta matrix elements 
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Ty- - 11"ity. (A3) 

For the ordinary cnoidal wave Tll 11"/s, where s is the pa­
rameter used in Ref. 1. 

For the Gaussian series, it is similarly convenient to 
define the elements Ry of a square matrix R, where 

R=2rT- 1
, (A4) 

(AS) 

where T in (A4) and (AS) is the matrix whose elements are 
Ty • The factors of 11" in (A4) arise from the factor of 11" in (AI) 
and (A3) and also from a similar factor of 11" when the Gaus­
sian series of the theta function is expressed in terms of the 
inverse of the matrix whose elements are ty • The factor of2 is 
inserted into (A4) to eliminate a huge number of 2's that 
would otherwise appear in the formulas of the Gaussian se­
ries perturbation theory. 

APPENDIX B: CORRECTIONS AND CLARIFICATIONS 
FOR BOYD' 

This earlier paper contains a number of typographical 
errors. A comma should be inserted between n' and c on the 
left-hand side of (6.6). The letter 0 in the argument of () on the 
left-hand side of(7.1) should be replaced by~. In Eq. (5.3), 
12 sech2 [sX] should be 12s2 sech[sX]. In (7.9), a Gaussian 
factor was omitted from the right-hand side of(7.9); the cor­
rect transformation is given by (2.10) of Ref. 7. 

The author's earlier article makes the remark (p. 384) 
that "it is conventional to define the multidimensional theta 
function so that it is periodic with period 2." This is techni­
cally true for the general theta function, but it is somewhat 
misleading since the special cases () [g] and () [~ ] -the 
only ones needed for polycnoidal theory-are periodic with 
period 1, as true of all the solutions discussed in this present, 
later article and its companions (Refs. 6 and 7). 

Finally, as noted in Ref. 20, Toda showed the ordinary 
cnoidal wave has the exact series representation 

-24s 
u(x,t) = --+ 12s2 

11" 

00 

L sech2[s(X - n11")]. (B1) 
n. = - 00 

[integers] 

The remark in Ref. 1 that repeating solitary waves with even 
spacing over XE[ - 00,00] as in (B1) could give only an ap­
proximate solution to the KdV equation is incorrect. Toda's 
proof was based on the infinite product of the theta function. 
Reference 26 shows that a more general method of proof is to 
apply Poisson summation-the same transformation that 
also generates the Gaussian series of the theta function­
directly to the Fourier series ofu(x,t) given by (A9) of Ref. 1, 
and gives similar hyperbolic series for the elliptic functions 
dn, cn, and sn. The handbook of Gradshteyn and Ryzhik27 
lists some 21 other known Fourier series for various ratios 
and combinations of elliptic functions, and all can presuma­
bly be Poisson summed in the same way. 

Unfortunately, the Fourier coefficients for the hyperel­
liptic functions, i.e., u(x,t ) for N > 1, are not known although 
the theta function coefficients are known for all N. As a re­
sult, the Poisson summation method can only be applied to 
the theta function except for the special case of the ordinary 
cnoidal wave. Consequently, the author's earlier comment 
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that the theta functions provide the only efficient way of 
generalizing solitary waves to spatially periodic functions 
remains true for N> 1. 
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Sec. VI ofthis work, in Appendix A of Ref. 6, and Sec. VI of Ref. 7. The 
second harmonic is proportional to - cos [21T(X + Y 
+ ! + m = - cos[21T(X + Y)]. Thus, the fundamental and second har­
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negative for x = t = O. I ask the reader's indulgence for this long-winded 
explanation, but as is the theme of Ref. 7, the need to use different sets of 
wavenumbers to interpret the double cnoidal wave as sine waves or as 
solitons sometimes even left the author confused! 

'"P. D. Lax, Commun. Pure. App\. Math. 21,467 (1968). He showed that if 
0, and O2 areas defined in Sec. V of Ref. 6and one defines r==0,2/0/, then 
the nonoverlappingcollision (Fig. 5) occurs ifr> 2.618. When r> 3.0, the 
large peak simply decreases to a certain lower bound and then begins to 
increase again, but no local minimum appears at x = 0 (Fig. 4). For inter­
mediate " there is an interval in time when there is but a single maximum 
(as true also for larger r), but there are two peaks with a shallow minimum 
between them when the phase factors fIJ, and flJ2 both = 0, as true for 
smaller r. 

'9B. Fornberg and G. B. Whitham, Philos. Trans. R. Soc. London. Ser. A 
289, 373 (1978). 

20 Although the author was not aware of it at the time Boyd' was written, M. 
Toda, Phys. Rep. 18, 1 (1975), has shown that the series of displaced single 
solitons, (3.8) of Ref. I, in fact is an exact solution of the KdV equation! 
The implied statement in Ref. I that it is only an approximate solution is 
therefore incorrect. See Appendix B for further discussion. 

2'G. B. Whitham, Nonlinear Waves (Wiley, New York, 1974), p. 584. 
22J. M. Hyman, Rocky Mount. 1. Math. 8, 95 (1978). 
23H. P. McKean and P. van Moerbeke, Invent. Math. 30, 217 (1975). 
24V. Makhankov, Comput. Phys. Comm. 21,1 (1980). 
2'H. E. Rauch and H. M. Farkas, Theta Functions with Applications to Rie­

mann Surfaces (Williams and Wilkins, Baltimore, 1974), p. 229. 
26J. P. Boyd, SIAM J. App\. Math. (in press). 
271. S. Gradshteyn and I. M. Ryzhik, Tables of Integrals, Series, and Pro­

ducts, 4th ed. (Academic, New York, 1965), pp. 911-912. 

John P. Boyd 3401 



                                                                                                                                    

Perturbation series for the double cnoidal wave of the Korteweg-de Vries 
equation 
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By means of the theorems proved earlier by the author, the problem of the double cnoidal wave of 
the Korteweg-de Vries equation is reduced to four algebraic equations in four unknowns. Two of 
the unknowns are the nonlinear phase speeds C 1 and c2 . Another is a physically irrelevant 
integration constant. The fourth unknown is the off-diagonal element of the symmetric, 2 X 2 
theta matrix, which in turn gives the explicit coefficients of the Riemann theta function. The 
double cnoidal wave u(x,/) is then obtained by taking the second x-derivative of the logarithm of 
the theta function. Two separate forms of these four nonlinear "residual" equations are given. 
One is obtained from the Fourier series of the theta function and is useful for small wave 
amplitude. The other is based on the Gaussian series of the theta function and is highly efficient in 
the large amplitude regime where the double cnoidal wave is the sum of two solitary waves. Both 
sets of residual equations can be solved via perturbation theory and results are given to fourth 
order in the Fourier case and second order in the Gaussian case. The Gaussian-based perturbation 
series has the remarkable property that it converges more and more rapidly as the wave amplitude 
increases; the zeroth-order solution is the familiar double solitary wave. Numerical comparisons 
show that the two complementary perturbation series give accurate results in all the important 
regions of parameter space. (The "unimportant" regions are those in which the double cnoidal 
wave is an ordinary cnoidal wave subject to a very weak perturbation.) This is turn implies that 
even for moderate wave amplitude where the nonlinear interactions are not weak, and yet the 
solitary wave peaks are not well separated, at least to the eye, it is still qualitatively legitimate to 
describe the double cnoidal wave as either the sum of two sine waves or of two solitary waves of 
different heights. 

PACS numbers: 02.30.Jr, 02.60.Lj, 02.30.Mv 

I. INTRODUCTION 

In an earlier work, the author I discussed the use of theta 
functions to study the dynamics of "polycnoidal waves," 
which is the term coined by the author for the spatially peri­
odic solutions of the Korteweg-de Vries (KdV) and other 
soliton equations. The general theorems proved there, how­
ever, were applied only to the simplest case of the l-poly­
cnoidal wave, i.e., the ordinary cnoidal wave discovered by 
Korteweg and de Vries in 1895. This paper is the second 
article in a three part follow- up2,} which will apply the ear­
lier results to the double cnoidal wave of the KdV equation. 
Throught this paper, the term "double cnoidal" will be used 
interchangeably with "2-polycnoidal" to denote that gener­
alization of the cnoidal wave which is characterized by two 
distinct phase speeds, amplitudes, and widths, 

the Gaussian and Fourier representations of the theta func­
tion, respectively. 

One major theme of Ref, I is that by using the Gaussian 
series of the theta function for large amplitude waves and the 
complementary Fourier series for small amplitude waves, 
one can calculate the single cnoidal wave through perturba­
tion series to very high accuracy for all values of the param­
eters, In the worst possible case, which is when the two series 
converge at equal rates, it was shown that the zeroth-order 
approximations give the phase speed to within 5% relative 
error while the first-order approximation is accurate to with­
in 0,03%; the approximations for wave shape are similarly 
accurate, The purpose of this article is to show that one can 
also obtain good results for the double cnoidal wave by again 
deriving two complementary perturbation series based on 

Although the Korteweg-de Vries equation 

U t + u U x + U xxx = 0 (Ll) 

is a partial differential equation, the theta function series for 
the double cnoidal wave contains only four free parameters: 
The coefficients of the infinite series for the theta function 
are completely specified once these four parameters are 
known. Independently, Boyd l and Nakamura4 were able to 
show that the problem of finding the double cnoidal solu­
tions of ( 1.1) can be reduced to solving a system of four alge­
braic equations for the theta function parameters. This, to­
gether with the overlapping of the complementary large 
amplitude (Gaussian) and small amplitude (Fourier) expan­
sions, makes it possible to derive efficient, accurate perturba­
tion series that describe both the phase speeds and shape of 
the double cnoidal wave for all possible values of the param­
eters. 

The next section derives these four algebraic equations, 
the implicit dispersion relation, for both the Fourier and 
Gaussian expansions, (The Fourier equations can be ob­
tained as a special case of the Gaussian.) Section III discusses 
the general method of solving a set of nonlinear equations via 
perturbation theory. Section IV and V give the actual results 
for the Fourier and Gaussian expansion, respectively. Mixed 
Fourier-Gaussian series are described briefly in Sec. VI. The 
errors in these expansions are discussed in Sec. VII. The 
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paper ends with a final section that summarizes what has 
gone before and discusses the possibility of extending pertur­
bation theory to other exactly integrable soliton equations. 

II. THE RESIDUAL EQUATIONS (IMPLICIT DISPERSION 
RELATION) 

The solution u(x,t) of the KdV equation is related to the 
theta function via the transformation 

u = 12(ln fJ )xx . (2.1) 

The theta functions themselves satisfy a transformed version 
of the KdV equation which was first given by Hirota5 and 
which will therefore be referred to in what follows as the 
"Hirota-Korteweg-de Vries" (HKdV) equation. The most 
compact representation of this bilinear equation is in terms 
of certain operators introduced by Hirota himself and de­
fined by 

Dx n D, m(F.G) [(! - a~,r(:t - a~' r 
XF(x,t)G (x',t ')Jx' =x' (2.2) 

t'=t 

where the notation indicates that x' and t ' are to be replaced 
by x and t after the differentiation has been performed. The 
HKdV equation is then 

(2.3) 

where A is a constant of integration which must be deter­
mined in the course of solution. 

The theta function solutions of (2.3), dubbed "N-poly­
cnoidal" waves in Ref. 1, are functions of the N-dimensional 
Riemann theta function. The double cnoidal wave, the only 
example considered here, is the special case N = 2. The clas­
sic theta function notation is discussed in part one of this 
three part sequence (Ref. 2). 

Here it will suffice to note that the "phase" or "angle" 
variables are defined by 

x = kl(x - Cit) + f/JI' 
Y = k 2(x - C2t ) + f/J2' 

(2.4) 

(2.5) 

where the constants ko C;, and f/J; are wavenumbers, phase 
speeds, and phase factors, respectively. Please keep in mind 
that there is only a single spatial variable x; X and Yare 
propagating arguments with no direct physical interpreta­
tion. Reference 2 describes how to pass from X- Y space to x-t 
space in more detail. 

The Fourier series for the theta function is 
00 

I exp( - (Tlln/ + 2T12nlnZ + Tzzn/)) 
n l = - 00 n2 = - 00 

[integers] 

(2.6) 

where the sums are taken over all integers inclUding O. The 
constants Tw T12, and T22 are the elements of the so-called 
"theta matrix." For simplicity, the notation differs slightly 
from the usual in that a factor of itT has been absorbed into 
theta matrix elements as explained in Ref. 2. 

The complementary Gaussian series is 
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[half·integers 1 

(2.7) 

where the sums now range over the half-integers, i.e., ±!, 
±~, ±~, etc., instead of over the integers as in the Fourier 

series (2.6). The 2 X 2 symmetric matrix whose elements are 
the constants R II' R 12' and R22 is loosely called the "inverse 
theta matrix" since it is proportional to the inverse of the 
matrix formed from the Tij's that appear in the Fourier se­
ries.2 

The next step is to simply rewrite the theta series as 
functions of the physical variables (x,t) using the definitions 
of (X, Y) given above, substitute the series into the HKdV 
equation, and collect terms. The resulting sums depend upon 
how the bilinear operators of the HKdV equation affect a 
typical pair of terms in the series, so it is useful to define such 
a pair of terms as 

F=exp( - (a/2)x2 - (Jxt - (yI2)t 2) 

Xexp( - [81n l + 82n1 + 8p]x - [Elnl + Ezn2 + Ep] t), 

(2.8) 

G exp( - (aI2)xl - (Jxt - (yI2)t 2) 

xexp( - [Din; +D2n; +Dp]X- [Eln; +E2n; +Ep]t), 

(2.9) 

where the Greek parameters (a, (J,y, and so on) are linear 
functions of the theta matrix elements, wavenumbers, and 
phase speeds that will be given explicitly in Sec. V. The forms 
(2.8) and (2.9) are the natural definitions for the Gaussian 
series, but they can be specialized to the Fourier series, too, 
by setting the second-degree exponents a, (J, and yequal to 
zero and replacing the pseudowavenumbers DI and Dz and 
pseudofrequencies EI and Ez by 21T i k l , and so on. Thus, it is 
sufficient to consider the Gaussian case alone. Note that the 
second-degree exponents are the same for all terms in a given 
series; only the linear exponents are different and only 
through the replacement of (n l,n 2) by (n; ,n~). 

Defining a function zeta via 

(Dx 4 + Dx D, - 2A )(F· G) 

S(n l - n;, nz - n;; a,(J,y,DI,Dz,E1,Ez.A)FG (2.10) 

one can use the theorems proved in Sec. VI of Ref. 1 to show 
that for the HKdV equation, 

s (m,n,a, (J,y,DI,Dz,E1,Ez.A ) 

= (mDI + nDz)4 + (mDI + n8z)[(E I - 12aDI)m 

+(Ez -12aDz)n] + 12az -2(J-2A. (2.11) 

The residual function p(x,t ), which is defined by 

p(x,t )-(Dx 4 + Dx D, - 2A )(fJ • fJ) (2.12) 

becomes, after substituting either of the theta series (2.6) or 
(2.7) into (2.12), invoking (2.10), and collecting terms 
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00 00 

x I I pjk exp( - [l5d + 152k ]x 
j=-ook=-oo 

[integers) 

(2.13) 

where both sums are taken over the integers for either the 
Gaussian or Fourier theta series. 

A theta series is a solution of the HKdV equation if and 
only if p(x,t )=0. Since the terms in (2.13) are linearly inde­
pendent, this in tum implies that 

pjk = 0, } = 0,1,2, ... , k = 0,1,2, ... , (2.14) 

for all integers} and k. Thus, by substituting an infinite series 
into the differential equation, one reduces it to an infinite set 
of coupled algebraic equations which determine the coeffi­
cients of the series. 

Since the theta function is uniquely determined by a 
finite number of parameters (the three theta matrix elements 
plus the wavenumbers and phase speeds), one seems to have 
a problem: infinitely more equations than unknowns! Inde­
pendently, Boyd l and Nakamura4 resolved this apparent 
paradox by proving that only four of the infinite set of "resid­
ual equations" (2.14) are independent: the rest are propor­
tional to the chosen four, which may be conveniently taken 
as} = 0,1 and k = 0,1. 

The goal of this paper is simply to solve these four alge­
braic equations via perturbation theory. 

III. PERTURBATION THEORY FOR GENERAL SYSTEMS 
OF ALGEBRAIC EQUATIONS 

Suppose one is given a system of N algebraic equations 
in N unknowns which depend upon a small parameter, 

F;(X l ,X2, ... ,XN ;E) = 0, i = 1,2, ... ,N, (3.1) 

such that a solution x(o) = (x/O),x2(0), ... ,xN(0)) is known for 
E = 0. A regular perturbation expansion in E can be calculat­
ed through the following three steps: (i) expand each F; as a 
power series in the N + 1 small variables ([ x 1 - Xl (0)], 

[x 2 - x 2(O)], ... , [XN - XN(O)] ;E); (ii) expand each of the un­
knowns (X I ,x2,""XN ) as a power series in E, substitute in the 
series obtained in the first step and collect powers in E; (iii) 
order-by-order in E, solve the equations that result from de­
manding that the expansions for each F; obtained in the sec­
ond step are identically equal to 0. 

If one writes 

x ~(:~)~ x'", + n''I + n''I + "', (3.2) 

then 

JX(N) = F(N)(x(O),x(I), ... ,X(N - I);E), (3.3) 

where FIN) is the column vector whose elements are those 
terms at 0 (?) in the power series of F; which depend only 
on the lower-order coefficients in the series in the unknowns 
(x(O) and so on) which have already been calculated where J 
denotes the usual N X N Jacobian matrix of the functions F;, 
evaluated at E = 0. The elements J ij of J are 
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aF 
Jij=-' (x(O);O). (3.4) 

aXj 

If the equations F; are polynomials6 in the unknowns, 
then calculating the right-hand side of(3.3) is merely a mat­
ter of rearranging power series. Since it is always possible to 
solve a system oflinear equations like (3.3)- a matrix equa­
tion is one of the types that is always solvable-the only 
delicate part of the business is calculating the lowest-order 
solution x(O), since this may involve solving nonlinear equa­
tions. Fortunately, in the important cases for the double 
cnoidal wave, solving the zeroth-order perturbation equa­
tions is easy. 

Although routine, the power series rearrangements and 
algebra needed to repeatedly compute and then solve (3.3) 
quickly becomes laborious as the perturbation order in­
creases. The perturbation series were therefore calculated 
using the algebraic manipulation language REDUCE 2, which 
can add, multiply, differentiate, and collect terms in polyno­
mials of several variables in symbolic form without requiring 
the substitution of numerical values as in FORTRAN. Regular 
(as opposed to singular) perturbation theory is ideally suited 
to REDUCE 2 and vice versa: The program to compute each 
of the perturbation series given in the next two sections had 
fewer than 50 executable statements (I) and cost of the final 
runs was less than $10.00. 

A special advantage of employing an algebraic manipu­
lation language is that different soliton equations in the same 
class as the KdV differ only in the functioh t defined in Sec. 
II. Therefore, perturbation series for the Boussinesq water 
wave equation and several others can be obtained by rerun­
ning the program after modifying only a couple of state­
ments. 

A second advantage is that the computer can substitute 
the perturbation series back into the original nonlinear equa­
tions to verify that the solution has indeed been calculated 
correctly. 

The same algorithm, and very nearly the same comput­
er program, can also be applied to higher polycnoidal waves. 
The major difference is that for the triple cnoidal wave, for 
example, which is the generalization of three sine waves 
(small amplitude) and three solitons (large amplitude), N = 7 
instead of 4, and the series are more complicated because of 
the greater number of parameters. 

IV. SMALL AMPLITUDE (FOURIER SERIES) 
PERTURBATION THEORY 

As noted earlier, the residual equations that determine 
the theta function Fourier series are a special case of the 
corresponding more general expressions for the Gaussian 
series theory. Making the replacements 15;--+2rrik;. E; 

--+ - 2rr;k;c; and a = /3 = r = 0, one finds 

where 

nl = - 00 n2 = - 00 

[integers) 

X e - 2T,,[n,n, + (n, - ]I(n, - k)] 

xt (2nl - },2n2 - k;k l ,k2,C I ,C2.A ), 
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q;-e- Tii ["nomes"]. 

The four equations to be solved are 

(4.2) 

(4.3) 

Pjk = 0, j = 0,1; k = 0,1. (4.4) 

The input parameters are the wavenumbers (kJ,kz) and ei­
ther the diagonal theta matrix elements (TJJ' Tzz) or the 
nomes (qJ,qz)' The perturbation series given here are power 
series inqJz and qzz. The nomes (or equivalently, T JJ and Tzzl 
determine the amplitudes of the two sine waves that form the 
lowest-order approximation, while kJ and k z are the wave­
numbers of these two waves. 

The four unknowns whose column vector is x are the 
two phase speeds (cJ,cz), the constant of integration A for the 
HKdV equation (which has no physical significance), and 
the exponential of the off-diagonal theta matrix element 

(4.5) 

Novikov7 has stressed that double cnoidal waves may 
be almost periodic in space as well as in time. In other words, 
the ratio of kJ/kz is mathematically arbitrary and may even 
be irrational. Therefore, it is useful to first give the general 
solution for symbolic k J and kz [to 0 (q 14, qz 4)] and then the 
special k J = 1, kz = 2 solution to 0 (q 1 8, qz 8). 

CJ = - klZ(1 - 24qJz - 72qJ4) + 384qz4kz6/([kJz - k/]Z), 
(4.6) 

Cz = - k/(1 - 24q/ - 72qz4) + 384q14kJ6/([kJz - k/]z), 
(4.7) 

A = ° + 12(kJ
4q/ + kz

4q/) + 72(kJ
4qI4 + kz

4qz4) 

- 768q/q/kJ4kz4/([kJz - k/]z), 

e- T" = {[(kJ - kz)/(k l + kzWJ 

+ 32kJkz{ (kJZqJz + k/q/)/[(kJ + kZ)4] J 

+ 32kJkz{k/qI4( - 9k l
4 + 16kl

3kz 

- 18k1
zk/ + 3kz

4) + k/qz4(3kJ
4 - 18kJ

zk/ 

+ 16k1k/ - 9k2
4) + 16k/k/q/q/( - 3k/ 

(4.8) 

+ 2kJkz - 3k/)j/[(k l + kZ)4(k/ - k/)2]. (4.9) 

The special solution for a wave and its second harmonic 
(kJ = 1, kz = 2) is 

c1 = 4r{ - 1 + 24qJ2 + 72qJ4 + (~)qz4 

+ 96q16 - 32(63 488qz6 + 69 632q/qz4)127 

+ 168qJ8 + 114688(3 064q 14qz4 + 16 704q/qz6 

+ 6 025qz8)1243 J, (4.10) 

Cz = 16r{ - 1 + 24q/ + 72qz4 + (¥)qI4 

+ 96qz6 - 256(qJ 6 + 184qJ4q/)/27 

+ 168qz8 + 64(535qJ8 + 104 448qJ6q/ 

+ 658 528qI4qz4)/243j, (4.11) 
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A = 0 + 161T4 { 12q/ + 192q/ 

+ 72qJ4 + 1152qz4 - (±¥)q/q/ 

+ 144qJ6 + 2304qz6 

+ 204 800(qJ4q/ + 13qJ Zq24)127 

+ 336q J8 + 5376qz8 - 16 384(495qJ6q/ 

+ 38 461qJ4qz4 + 89 475q/q26)1243J, 

e- T" = W + (~)q/ + (W)q/ 

- (76Z~)[qJ4 + 340qz4 + 704qJZq/] 

+ 256[ 19 972qz6 + 93 168qJzqz4 

+ 19 728qJ4q/ + 37qJ6]16 561 

- (~Z)qJ4qz4 

- (~)(2 887qJ8 + 8 816 428qz8) 

(4.12) 

- (Q)(29 029qJ6q/ + 736 867qJzqz6). (4.13) 

Several features of these expansions deserve comment. 
First, the numerical coefficients are rather large for high 
order, suggesting that the range of accuracy in the ql - qz 
plane is too small to be useful. To show that this is not true, 
contours of constant error for the perturbation series of var­
ious orders are given in Figs. 1 and 2 in Sec. VII. 

Second, the expansions proceed in powers of 
qlZ( = exp[ - 2Tll ]) and q/( = exp[ - 2T22 ]) rather than 
ql and qz themselves even though the series for the theta 
functions have coefficients that are power series in the un­
squared variables qJ and qz. This obviously improves the 
accuracy and usefulness of the perturbation series. 

Third, the perturbation series are sparse not merely be­
cause all the odd powers vanish but because some of the 
expected even powers are missing, too. The series for CJ, for 
example, has zero coefficients for q/, q/q/, qI4q/, and 
qJ6q/, i.e., one missing term at each order so that the series 
through 0 (q J8 ,qz 8) contains only eleven terms. Similar spar­
sity exists for the other quantities. 

Fourth, although the series for A has been listed for 
completeness (one cannot solve for the other unknowns 
without simultaneously obtaining A, too) A is only the con­
stant of integration for the Hirota-Korteweg-deVries equa­
tion and has no direct physical significance. It is never neces­
sary to evaluate A to compute the double cnoidal wave 
solutions of the KdV equation itself. 

Fifth and most important, although u(x,t ), the KdV so­
lution, is defined in terms of an infinite series, it is never 
necessary to explicitly tabulate the coefficients of the series. 
Instead the three dependent parameters Tl2 , C1, and c2 to­
gether with the four free parameters Tw Tzz, k l • and k z 
completely determine all the coefficients of the theta Fourier 
series (2.6), which in turn determines u(x,t ) via (2.1) 

Ordinary Stokes' expansions, obtained via the method 
of mUltiple scales as in Appendix B of Ref. 1, can be calculat­
ed for almost any wave equation, but each Fourier compo­
nent-and their numbers grow as the square of the perturba­
tion order-must be calculated through a separate 
expansion as complicated as that for the phase speeds C1 and 
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c2• To need only three perturbation series instead of many is 
thus a great simplification. 

v. LARGE AMPLITUDE (GAUSSIAN SERIES) 
PERTURBATION THEORY 

For large amplitude, the double cnoidal wave problem 
reduces to solving the four simultaneous nonlinear residual 
equationspjk = 0, where the residuals are given by the Gaus­
sian series 

where 

00 00 

L L 
nl = - 00 n2 = - 00 

[half-integers I [half-integers I 

xexp( - Rn{ n l n2 + (nl - j)(n2 - k) J) 

x;(2n) - j,2n2 - k;a, (3,y,8),82,E),E2, A), 

j=O,l k=O,l, (5.1) 

q; e - R;/2 ["complementary nomes"]. (5.2) 

Equation (5.1) is very similar in form to its Fourier series 
counterpart, (4.1), but there are some noteworthy differ­
ences. As indicated in the square brackets under the summa­
tion symbols, the sums do not run over the integers but rath­
er over the "half-integers" ±!, ±~, ± ~, .... The "nomes" 
q) and q2 are replaced by the "complementary nomes" q; 
and q; which are defined in terms of the elements of the 
inverse theta matrix. A factor 2 is present in (5.2) which is 
missing from (4.2) and the factor of2 multiplying TI2 in (4.1) 
has no counterpart in the coefficient of RJ2 in (5.1). 

The major difference is in the form of; which is 

; (m,n;a,{3,y,8»82,E),E2,A ) 

= (8)m + 82n)4 + (8)m + 82n)[(E) - 12a8))m 

+ (E2 - 12a82)n] + 12a2 - 2{3 - 2A, (5.3) 

where the parameters are related to the wavenumbers and 
phase speeds via 

a = Rllk/ + 2Rl2k)k2 + R 22k/, (5.4) 

(3 = - Rllk/c) - Rl2k)k2(C) + c2) - R 22k/c2, (5.5) 

Y = Rllk)2C)2 + 2RJ2k)k2C)C2 + R 22k/c/, (5.6) 

8) = Rllk) + R 12k2, (5.7) 

82 = RJ2k) + R22k2' (5.8) 

E) = - Rllk,c) - R 12k2c2, (5.9) 

E2 = - Rl2k)c) - R 22k2c2. (5.10) 

The parameters 8) and 82 may be named "pseudowave­
numbers" because, as shown in Appendix B, they give the 
widths of the two solitary waves in the large amplitude, near­
soliton regime in the same way that the wavenumbers k) and 
k2 give the widths of the two sine waves in the small ampli­
tude regime. Similarly, E) and E2 may be labeled "pseudofre­
quencies" in the sense that ( - E)/8d and ( - E2/82) are the 
phase speeds of the two solitary waves for large wave ampli­
tude. 

The major complication posed by (5.4)-(5.10) is that the 
parameters denoted by Greek letters are functions of R )2' 

which is one of the unknowns. Thus, it is not possible to 
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evaluate any of these parameters a priori; instead, one must 
solve for them as part of the task of solving the residual 
equations, which would seem to leave us facing an algebraic 
problem of ghastly complexity. 

Fortunately, the situation is not quite as bad as it looks. 
The function; is independent of y, which is automatically 
eliminated from u(x,t ) by taking the second logarithmic deri­
vative with respect to x. Thus, although y is needed to graph 
the theta function, it is quite irrelevant both to solving the 
residual equations and to evaluating the solution of the 
Korteweg-de Vries equation, so y will be ignored in the rest 
of the discussion. 

The parameter {3 appears in ; only as the sum {3 + A. 
Thus, if {3 is artificially set equal to ° to reduce the number of 
unknowns, the solution of the residual equation will be un­
changed except for A, but A has no physical significance. 
Therefore, the calculations presented will be done with 
{3 = 0; after R)2 and the other unknowns have been deter­
mined, one can then evaluate {3 and add the result to the 
computed A to obtain a final solution which is completely 
consistent with the original equations (5.1)-(5.10). 

The parameter a has a slightly more complex role. One 
can easily show from (5.3), (5.9), (5.10), (2.1), and (2.9) that 
the results of a calculation in which a is artificially set equal 
to ° differ from those in which a is retained via 

A [with a] =A (a = 0) + 6a2, 

cdwith a] = c)(a = 0) - 12a, 

c2 [with a] = c2(a = 0) - 12a, 

u(x,t) [with a] = - 12a + u(x + 12at,t), 

(5.11) 

(5.12a) 

(5.12b) 

(a = 0). (5.13) 

Since A has no physical significance, the important role of a 
is to add a constant to u(x,t ) while simultaneously increasing 
all the phase speeds of the "angle" variables by the same 
constant. As noted in Ref. 2, the theta function solution of 
the Korteweg-de Vries equation is that solution which has 
(u) = 0, where ( > denotes an average over the periodicity 
interval. In the near-soliton regime, this is awkward because 
it implies that the solitons asymptote to u = - 12a instead 
of to u = 0, which is the usual asymptotic solution as Ixl-oo 
in the spatially unbounded problem. Setting a = ° merely 
causes the solitons to asymptote to 0.8 Thus, the parameter a 
is no real trouble either. 

Difficulties with the "pseudofrequencies" E) and E2 can 
be avoided by simply taking them as unknowns in the residu­
al equations. After E), E2, and RI2 have been obtained by 
solving the rest of the problems, c) and C2 can be obtained by 
solving (5.9) and (5.10) as a pair of linear equations in two 
unknowns. Alternatively, one could use (5.9) and (5.10) di­
rectly in; to replace E) and E2 wherever they appeared by 
expressions in c)' c2 , and R )2' which are the usual unknowns 
of the residual equations, but this makes the Pjk much more 
complicated, so it is far less work to consider E) and E2 as the 
unknowns and then compute c) and C2 at the end. 

Unfortunately, there is little one can do with the two 
remaining parameters, the "pseudowavenumbers" 8) and 
82 , The simplest set of algebraic nonlinear equations one can 
solve simultaneously is the set of six equations in the un­
knowns (A, R)2' E), E2, 8), 82): the four residual equations 
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pjk = 0 plus the pair of equations which define 0\ and oz, 
(5.7) and (5.8). However, the rather special form of these 
equations-(5.7) and (5.8) involve only three of the six un­
knowns-means that it is not necessary to solve all six equa­
tions simultaneously. Instead, one can pretend that 0 I and Oz 
are independent free parameters and solve the four residual 
equations via perturbation theory exactly as for the Fourier 
series case in the preceding section. Adding two new param­
eters to the four that already exist (R l1 , R zz, k\, kz) would 
seem to greatly complicate the chore of solvingpjk = 0, but it 
actually does not because k \ and kz do not appear explicitly 
in the Gaussian form of; (5.3). Instead, 0\ and O2 appear in 
place of the wavenumbers in the analogous terms of;. Thus, 
this device of pretending 01 and O2 are independent param­
eters leads to solutions of the coupled set Pjk = 0 which are 
neither more nor less complicated than the analogous solu­
tion in the Fourier case for general k\ and k2 • Just as the 
Fourier solution for general k\ and k2 (as opposed to 
k2 = 2k\) was taken only up to and including second order 
[O(q\4, q24)], so also the Gaussian solution of the residual 
equations will only be carried to second order also. 

The residual equations (implicit dispersion relation) are 
defined by infinite series; to calculate the solution to a given 
order, it is sufficient to truncate the series of pjk after this 
same order. The truncated residual series in the Fourier case 
was omitted from the previous section because it is given (to 
lowest order) in Appendix A, but it is useful to give the series 
to second order for at least one of the two cases so that the 
reader can see more clearly what must be solved. The series 
have been simplified by exploiting the general symmetry re­
lation (true in Fourier case also) 

; (m,n) = ; ( - m, - n) for all m,n, (5.14) 

and by dividing out common factors, which is why equal 
signs have been replaced by proportionality symbols. In ad­
dition 

x=e- R12 (5.15) 

has been used to replace appearances of R \Z so as to make the 
series rational in all parameters and unknowns. 

Pooo:;(I,I)X + ;(1, - 1) + q;4[;(3,1)XZ + ;(3, - 1)/X1 

(5.16) 

PlOo:;(O,l) + q;2[;(2,1)X + ;(2, - l)1x1 + qi4;(0,3), 

(5.17) 

POI 0:;(1,0) + qi2[;(1,2)X + ;(1, - 2)/X1 + q;4;(3,0), 
(5.18) 

PI\ 0:; (0,0) + 2 [q;2; (2,0) + qi2; (0,2)] 

+ 2q;2q;2[;(2,2)X2 + ;(2, - 2)1x21. (5.19) 

These rather innocent-looking expressions, (5.16)-(5.19), be­
come exceedingly messy when; (m,n) is evaluated according 
to (5.3), so they were solved perturbatively using the algebra­
ic manipulation language REDUCE 2 to perform (and check!) 
the algebra. Note that these series, like their solutions and 
the Fourier perturbation series given in Sec. IV, are 
"sparse": many expected terms in the series are identically 
equal to o. Equation (5.16), for example, contains no first-
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order terms at all, and only five of the possible 12 second­
order terms appear in the set. 

The corresponding solutions are given below. Note that 
the parameters a and f3 have been inserted in the proper 
places so that the results are fully consistent with (5.3) 

E\ = 0\(12a - 0/) + 24q;20\3 

+ 240\ [3q;4(0\ZOz 4 
- 20\4022 + 0\6) 

+ 16q;4026] 1[(0/ - OIZ)Z], (5.20) 

Ez = oz(l2a - 0/) + 24qi2o/ + 24Oz[ 16q;40\6 

+ 3q;4(026 - 20/02
4 + 0\40/)]/[(0/ - 0/f1, 

(5.21) 

A = 6a2 - f3 + 12q;Z0\4 + 12qi2024 

+ 24 [3q;4(0\4024 - 20 1
60/ + 0\8) 

- 32q;2qi28\482
4 + 3qi4(82

8 - 20/02
6 

+ 0\48/)]1[(0/ - 0\2f], (5.22) 

e - RI2 = (0\ - O2)21(0\ + O2)2 

+ 320\02(q;20 \2 + q;20/)/(8\ + 82)4 

+ 320\oz[(q;4(30\2024 - 180\48/ 

+ 160/82 - 90\6) - q;2q;2(480/02
4 

- 320\30/ + 480\40/) + qi4( - 902
6 

+ 160\0/ - 180\2024 + 30\40/)]1 

[(0\ + 82)6(0\ - O2)21. (5.23) 

As explained before, 0\ and O2 are not really indepen­
dent parameters but rather are determined by R \\ and R zz 
(or equivalently, by q; and qi) through (5.7) and (5.8). It is 
therefore necessary to solve the triplet system of (5.23) plus 
(5.7) and (5.8) for the three unknowns (0\, 02, R 12) to obtain a 
completely consistent solution. However, in the large ampli­
tude regime, 8\ and O2 have a physical interpretation as giv­
ing the widths and speeds of the two solitons, 

u(x,t )=30\2 sech2 [(8J2)(x - o/t + ¢Il1 

(5.24) 

where ¢\ and ¢z are phase constants at those times when the 
two solitons are well separated. In the large amplitUde re­
gime, R12<Rw R22 so that one has approximately 

Rji = o;lki , i = 1,2. (5.25) 

Under these circumstances, it may be preferable to take the 
pseudowavenumbers 0\ and 8z as independent parameters, 
estimate R \\ and R22 and therefore, q; and qi via (5.25) and 
(S.2), and then use (5.20) to (5.23) directly to estimate the 
importance of the corrections due to spatial periodicity to 
the lowest-order solution, which is just the spatially un­
bounded double soliton.9 

Unfortunately, this crude estimation is all that can be 
done directly because the lowest-order problem for (5.7), 
(5.8), and (5.23), which is 

e- R12 = (0\ - 82)Z/(0\ + olf, 

0\ = k\Rl1 + k1R\1' 
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82 = k)R12 + k2R22' (5.8 bis) 

has no closed form solution. It is easy to solve this set nu­
merically, however. 

To proceed to higher order, it is convenient to replace 8) 
and 82 by 

S 8) + 82, 

D -8) - 82, 

(5.27) 

(5.28) 

There are two motives for this trick. One is the 8) and 82 

often appear in (5.23) as their sum or difference rather than 
alone. A second reason is that for the special case of k) = k2 
(the principal branch or mode of the double cnoidal wave as 
explained in Ref. 2) the difference variable D is given exactly 
by the lowest-order solution. In terms of the new variables, 
the problem becomes (5.23) plus 

S = k)Rl1 + k2R22 + (k) + k2)R)2' 

D = k)RI1 - k2R22 + (k2 - kIlR 12• 

(5.29) 

(5.30) 

The general solution to first order for arbitrary k 1 and 
k2 is 

s = S - I/I(k) + k2), 

D = D - l/I(k2 - k)), 

e- R "=x(1 + 1/1), 

(5.31) 

(5.32) 

(5.33) 

where S, D, and X are the solutions of the lowest-order set 

S = k)RI1 + k2R22 - (k) + k2)ln(x), (5.34) 

(5.35) 

X=D 2/S 2, (5.36) 

[which is equivalent to (5.26) plus (5.7) and (5.8)] and where 

1/1 = 2(S + D )(S - D )[ q;2(S + D )2 + q~2(S - D f] / 

{XS 4 -SD4[k)(S +D) - k2(S - D)]!2). (5.37) 

The second-order solution for the special case 
k) = k2 = 1 is 

D = D, (5.38a) 

S = S - 21/1 + { - 32D41/1(q;2 + q~2) 
+ 48D3SI/I(q~2 _ q;2) + 16DS31/1(q;2 _ q~2) 

+ 1/1 2(24D 2S - XS 5) + 2S 5v)/(S2[4D2 - XS 3]), 
(5.38b) 

e- R
" = x(1 + 1/1) + (16D41/1(q;2 + q~2) 

+ 24D3SI/I(q;2 _ q~2) + 8DS31/1(q~2 _ q;2) 

+ 2D 2SI/1 2(S- 6) _S5V)/(S2[4D2 - XS 3]), 
(5.39) 

where as before S, D, and X are the lowest-order solutions for 
(8) + 82), (8) - 82), and exp ( - Rd, 1/1 is given by (5.37) and 

v={ - q;4[S4 + 2S 3D + lOSD 3 + 5D4](S +D)3(S -D) 

_ 8q;2q~2[S2 + 2D 2](S + D )3(S _ D)3 

_ q~4[S4 _ 2S 3D _ lOSD 3 

+ 5D4](S-Df(S+D))/(D 2S6). (5.40) 

It goes almost without saying that the Gaussian pertur­
bation theory is more cumbersome than its Fourier counter-
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part at the same; particularly annoying is the necessity of 
solving the lowest-order set (5.26) plus (5.7)-(5.8) numerical­
ly, even though a simple Newton's iteration initialized with 
R)2 = 0 always seems to work. However, the Gaussian series 
is that oddity: a perturbation series that converges more and 
more rapidly as the wave amplitudes becomes larger, so it is 
an essential component of any complete treatment of polyc­
noidal waves. 

VI. PERTURBED SINGLE-SOLITON REGIMES 

The perturbation series derived in the previous two sec­
tions were based on the implicit assumption that both diag­
onal theta matrix elements T)) and T22 are either very large 
(Fourier series) or very small (Gaussian series). When one 
diagonal theta matrix element is very large and the other is 
very small, however, neither the Fourier series nor the Gaus­
sian series for the theta function converges rapidly as is ob­
vious from inspecting the form of these series. 

In Ref. 1, it is shown through numerical examples that 
these regimes correspond to a single solitary wave slightly 
perturbed by a small amplitude sine wave, so these parame­
tric neighborhoods are much less interesting than those in 
which the waves have amplitudes of the same order of mag­
ni tude and one or the other of the series given in the previous 
sections is rapidly convergent. When (k) = 1 and k2 = 2) 

(6.1) 

the solitary wave is of unit period with a height and width 
determined solely by the magnitude of T)), and the perturba­
tion is of wavenumber 2, i.e., periodic with a period oq, with 
a small amplitude roughly equal to 4 exp( - Tn}. After the 
application of a modular transformation3 to k) = k2 = 1, 
this same regime is found to be characterized by either 

R l1 -(21T, R22'>1T, (6.2) 

or equivalently (since the wavenumbers after the modular 
transformation are identical) by (6.2) with the direction of 
the inequalities reversed. 

The other perturbed-one-soliton regime occurs when 

T I1 '>1T, T22 -(1T. (6.3) 

The large amplitude component is now of wavenumber 2, so 
that tall, narrow solitary wave is repeated with half unit peri­
od while the small amplitude perturbation is a subharmonic 
of period one. When the modular transformation is applied 
to convert to a representation with equal wavenumbers, 
k) = k2 = 1, one finds that the equivalent neighborhood in 
terms of the inverse theta matrix elements lies around the 
diagonal in the R 11 - R 12 plane, 

(6.4) 

The reason for this somewhat surprising result is that the 
wavenumbers are equal in the R)) - R 12 plane and therefore 
the roles of the two diagonal inverse theta matrix elements 
are physically interchangeable and the phase speeds, etc., 
must be symmetric functions of R 11 and R 22. This implies 
that the whole of the Tl1 - T22 plane must map into the 
wedge-shaped half of the R 11 - R22 plane which lies below 
the diagonal (6.4). 

The Poisson summation method which was used to 

John P. Boyd 3408 



                                                                                                                                    

generate the Gaussian series from the theta Fourier series 
can be applied selectively to just one of the sum variables, 
either n I or n2, in the infinite series that define the residual 
funetion Pij (4.1). This is not the most efficient way to pm· 
ceed because it causes "theta matrix-halving" as explained 
on p. 384 of Ref. 1, but it shows that in principle, Poisson 
summation can be applied to generate rapidly converging 
residual function series (and perturbation series derived 
from them) in any region of parameter space for polycnoidal 
waves of any genus N. 

A procedure that gives more rapidly converging series 
is to apply partial Poisson summation directly to the multidi­
mensional theta function and substitute the result into the 
Hirota-Korteweg-de Vries equation. Shirfuji lO actually ap­
plied this idea to the double cnoidal wave of the Toda lattice 
problem in 1976, but the independent derivation of the resid­
ual equations by Nakamura and Boyd lay in the future, and 
such results as he obtained came directly from the governing 
equations of the Toda lattice, and not from Hirota's trans­
formed Toda equation. The theta function can be written as 

() = ()4(X) + e - T22( ()4[X - (ihr)Tl2]e21TiY 

(6.5) 

when Til « T22, where () 4(X) is the usual one-dimensional the­
ta function. Representing ()4 by its Gaussian series represen­
tation [note that (6.5) contains the lowest terms of the Four­
ier series in the other angle variable Y with higher terms 
eliminated because of the extreme smallness of exp( - Td] 
one can substitute (6.5) into the Hirota-Korteweg-de Vries 
equation and then use the calculus of Hirota operators devel­
oped in Ref. 1 to obtain infinite series for the residual equa­
tions. 

Unfortunately, the resulting zeroth-order approxima­
tion is a quartic equation in exp( - Tl2) and cannot be solved 
in closed fonn, unlike its counterpart for the pure Fourier 
series representation given in Sec. IV. It follows that one is 
forced to resort to numerical methods even to compute the 
zeroth-order solution, so this kind of special treatment for 
the perturbed-one-soliton regimes is not very useful. In the 
first place, the double cnoidal wave is much more interesting 
when it is truly a double soliton or a double sine wave than 
when it is merely a perturbed ordinary cnoidal wave. In the 
second place, numerical solution of the "pure" Fourier or 
Gaussian residual equations (4.1) and (4.2) is quick and effi­
cient unless the difference between the magnitudes of the 
diagonal theta matrix elements is very large, but in that case, 
the perturbation of the single soliton is very, very small, and 
therefore uninteresting. 

For this reason, no further details will be given about 
partial Poisson summation of Shira fuji's approximation. For 
most purposes, the perturbation series derived in the preced­
ing two sections are quite adequate. For the perturbed soli­
tary wave discussed in this section, alternative perturbative 
methods, like that of Grimshaw, II might be more physical 
and easier than trying to work through the residual equa­
tions. 

Wahlquise 2 and Kuznetsov and Mikhailov13 report so­
lutions obtained via Backlund transformations and the in­
verse scattering transfonn. Zagrodzinski and Jaworski 14 ap-
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ply ideas similar to Shirafuji's to obtain what they dub 
"mixed" solutions, i.e., solitons perturbed by sine waves, for 
the sine-Gordon equation for general N. 

VII. ACCURACY OF THE PERTURBATION SERIES 

In Ref. 1, it is shown that the complementary perturba­
tion series, one which gives the first few terms of the Fourier 
series of the theta function and the other which gives the 
Gaussian series, were very accurate for the ordinary cnoidal 
wave provided that each series was used in the proper regime 
(small wave amplitude for the Fourier series and large ampli­
tude for the Gaussian series). In the worst case, i.e., that 
intermediate wave amplitude for which both series converge 
equally well or poorly, both gave the phase speed to within a 
relative error of 4.7% to zeroth order, and to within 0.027% 
to first order, where "zeroth" order refers to the phase speed 
of a linear sine wave in the Fourier case and a solitary wave 
on an infinite spatial interval in the Gaussian case. 

For the double cnoidal wave, the overlap between the 
two complementary perturbation series is not quite so dra­
matic, but it is still good. Figures 1 and 2 compare regions in 
which the zeroth-order and first-order perturbation series 
give errors which are less than 10%. The error criterion is to 
take the largest of the three errors for CI, C2, and either Tl2 or 
R 12 as appropriate using the modified relative error criterion 

Error = (cl
pert _ Clexact)/c, 

where 

Ru 

(7.1) 

FIG. I. The lines slanting from top right to bottom left denote that region in 
the Rll - R22 plane where the error in aU three of the quantities c,' c2 and 
R '2' which suffice to determine the theta function and the corresponding 
solution of the Korteweg-de Vries equation, is less than 10% for zeroth­
order Gaussian perturbation theory, which is the double solitary wave ap­
proximation. The modified relative error is defined by Eqs. (7.1) and (7.2). 
The lines slanting from top left to bottom right are the 10% error region for 
the zeroth-order Fourier perturbation theory, which is equivalent to ap­
proximating the double cnoidal wave as the sum of two linear sine waves. 
The blank area is "no-man's land" where neither approximation is accurate 
within 10%. 
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RI1 

FIG. 2. Same as Fig. I except for the first-order Fourier and Gaussian ap­
proximations, which incorporate the first correction to the double solitary 
wave and double sine wave. The first-order theories overlap very well. 

C = lar er of . . {
CI 

g C/mear sme wave = _ 39.4, (7.2) 

and similarly for Cz and the off-diagonal theta matrix ele­
ment. The reason for the modification, i.e., the replacement 
of the exact variable by its value in the linear limit, is that 
both phase speeds vanish along certain curves in the two­
dimensional parameter space spanned by R II and Rw which 
implies infinite unmodified relative errors in the neighbor­
hood of these curves even though the absolute errors may be 
very small. 

Figures I and 2 show the principal branch of the double 
cnoidal wave with k I = kz = I. Because the wavenumbers 
are identical, the graph is symmetric about the diagonal 
R II = R zz. The neighborhood of this diagonal corresponds 
to a perturbed ordinary cnoidal wave of unit period. As ex­
plained in the preceding section, neither perturbation series 
can be expected to work well in these neighborhoods because 
both that derived in Sec. IV and the Gaussian series of Sec. V 
implicitly assume that the amplitudes of both waves are ei­
ther very small or very large. However, the graphs show that 
the near-diagonal and near-axis regions where the Gaussian 
and Fourier perturbation series fail are quite narrow-al­
most invisible on the scale of the graph. This is a strong 
pragmatic justification for omitting a detailed treatment of 
the mixed Gaussian-Fourier perturbation series which, as 
noted in Sec. VI, can be calculated, but which would hardly 
ever be of any practical value. 

Even outside these narrow perturbed-single-soliton 
areas, the zeroth-order perturbation curves do not quite 
overlap; there is a small region of moderate R II and RZ2 
where neither approximation gives all three dependent var­
iables to within 10%. However including the first-order cor­
rections to the sum of the two noninteracting linear sine 
waves and to the double solitary wave reduces the error to 
less than 10% everywhere except very close to the diagonals 
and the axes. 

The physical implication is clear: The double cnoidal 
wave of the Korteweg-de Vries equation can always be con-
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sidered both qualitatively and quantitatively to be either (i) 
the sum of two noninteracting sine waves; (ii) a pair of soli­
tary waves of different heights, repeated with unit period 
over all x; or (iii) a single soliton plus a weak sinusoidal per­
turbation. When one wants to obtain numerical values for 
the double cnoidal wave, the perturbation series derived ear­
lier will usually be adequate. If high accuracy is needed, it is 
straightforward to solve the residual equations numerically 
using the peturbation series to initialize the iteration. 

The one serious complication is that the Fourier and 
Gaussian perturbation series involve different parameters­
the Fourier expansion uses TIl and T 2z while Gaussian em­
ploys R II and Rzz-and it is not possible to transform from 
one pair of parameters to the other unless one knows either 
T lz and R IZ' In practical terms, this means that if one wants 
to make a contour plot of the phase speed C I as a function of 
TIl and Tzz including such small values of these diagonal 
theta matrix elements that one passes into the double-soliton 
regime, one must use an iteration instead of a direct evalua­
tion. One must guess T12 (in the large amplitude, double­
soliton regime, one cannot calculate it from the Fourier per­
turbation series), perform a modular transformation as in 
Ref. 3 to obtain the three inverse theta matrix elements, ap­
ply the Gaussian perturbation series, determine the differ­
ence between the R 12 obtained by the modular transforma­
tion and that calculated by the Gaussian perturbation series, 
transform back to TIl-T22 space, and guess a new value for 
TI2 and so on. The fact that the off-diagonal theta matrix 
elements are unknowns rather than independent parameters 
is a considerable practical difficulty. 

Fortunately, it is one that arises only when one is at­
tempting to simultaneously explore the dynamics of double 
cnoidal waves in both the large and small amplitude regimes. 
If one is content instead to examine the double cnoidal wave 
strictly as the sum oftwo solitary waves, then one can stick to 
the inverse theta matrix elements R 11 and R zz as parameters 
and use the Gaussian perturbation series alone. If one wants 
to investigate polycnoidal waves as a sum of quasilinear 
waves, the Fourier perturbation series is more than ade­
quate. 

VIII. SUMMARY 

Following the plan outlined in Ref. 1, the problem of 
the double cnoidal wave for the Korteweg-de Vries equation 
has been reduced to four algebraic equations in four unk­
nowns. Because the four functions of this set are defined only 
via infinite series, it is extremely advantageous to express 
these four residual functions in two quite different ways: one 
obtained by using the ordinary Fourier series of the theta 
function and then applying the theorems of Ref. 1, and a 
second representation derived via the alternative Gaussian 
series. These representations are mutually complementary 
in the sense that the Fourier representation, obtained inde­
pendently by Nakamura,4 is very efficient for small ampli­
tude double cnoidal waves while the Gaussian representa­
tion, obtained here for the first time, is highly effective for 
large amplitude, i.e., when the double cnoidal wave is ap­
proximately equal to two solitary waves of unequal heights 
repeated periodically over all space. 
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It is also straightforward to solve the residual equations 
using perturbation theory. Comparisons with numerical so­
lutions show that even the zeroth-order perturbation series 
have good overlap while the two first-order series cover al­
most all of parameter space with errors of 10% or less. By 
using the algebraic manipulation language REDUCE 2, it is 
trivial to extend the series to fairly high order for the princi­
pal branch of the double cnoidal wave (fourth order for the 
Fourier case and second order for the Gaussian series) so as 
to cover all the physically interesting regimes in parameter 
space. 

The methods employed here, which explicitly use the 
properties of the Riemann theta function, are only applica­
ble to partial differential equations which are exactly inte­
grable by the periodic analog of the inverse scattering meth­
od, which is known as the "Hill's spectrum" procedure. 
Within this class, however, the ideas developed here extend 
very readily to other equations. For the Boussinesq water 
wave equation, for example, the calculations presented here 
can be repeated merely by altering the residual equations 
(and the appropriate line in the REDUCE 2 computer pro­
gram) to use a new function; (m,n), where; (m,n) is defined 
(for the Korteweg-de Vries equation) by (2.11). 

The Gaussian perturbation series is remarkable in that 
it converges most rapidly when the wave amplitude is large 
rather than small, which makes it well suited for exploring 
the effects of spatial periodicity on solitary waves. The Four­
ier perturbation series is useful, too, because its form is 
simpler and easier to evaluate than the Gaussian series and it 
remains accurate even for moderately large waves. Both se­
ries share the common property that it is not necessary to 
write down separate series for each of an infinite number of 
Fourier coefficients or the like: one need only have series for 
three parameters, and these determine the whole infinite se­
ries for the theta function, and thus for the double cnoidal 
wave itself. 

Future work to calculate perturbation series for other 
partial differential equations integrable via the "Hill's spec­
trum" method is now in progress. It is hoped that the results 
will be useful whenever equations of soliton type are applied 
with spatially periodic boundary conditions, or wherever 
there is a high density of solitons so that soliton-soliton over­
lap is important. 
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APPENDIX A: PERTURBATION THEORY IN AN 
UNPHYSICAL REPRESENTATION 

The companion paper (Ref. 3) has shown that via the 
"special" modular transformation, a given theta function 
can be expressed in a denumerably infinite number of ways. 
Each of these allowed representations involves theta func­
tions of two "angle" variables, X = kl(x - Cit) and 
Y = k2(x - c2t), but in general the phase speeds C I and C2 

have no actual physical interpretation unless the representa­
tion is that unique one defined to be the "physical" represen­
tation in Ref. 3. Fortunately, the perturbation series given 
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earlier automatically calculate in this "physical" representa­
tion so that CI and C2 are the actual speeds at which individ­
ual peaks of the polycnoidal wave are moving. 

Nonetheless, it is still of interest to see how perturbation 
theory can cope with the problem of calculating in an "un­
physical" representation because this both provides an addi­
tional demonstration of the existence of an infinite number 
of alternative representations of the theta function and also 
illuminates the assumptions and details of the perturbation 
method. For simplicity, attention will be limited to the low­
est-order Fourier case for a polycnoidal wave consisting of a 
sine wave of unit period and its second harmonic (plus very 
small high harmonics created by their interaction which will 
not be explicitly calculated). 

Assuming that 

(AI) 

the four residual equations are, to lowest order with com­
mon factors omitted, 

POO = ;(0,0) 

PIO = ;(1,0), 

POI = ;(0,1) + e- 2T" -2T";(2,1), 

PII = e- 2T";(1,1) + ;(1, - 1), 

(A2) 

(A3) 

(A4) 

(AS) 

where the zeta function for the Korteweg-de Vries equation 
is defined by 

;(m,n) l61T4(k l m + k2n)4 

+ 4r(k l m + k2n)(k l c l m + k2c2n) - 2A. 
(A6) 

[The zeta function satisfies the general symmetry relation 
;(m,n) =;( - m, - n) as evident in (A6), and this has been 
used to simplify (A3) through (AS).] 

In the physical representation for which k I = 1 and 
k2 = 2, (A2) and (A3) may be solved to give 

C I = - 4r + O(e- 2T",e- 2T
,,), 

A = 0 + 0 (e - 2T",e - 2T,,), 

If one assumes 

I Tn! <.TII>T22 

(A7) 

(A8) 

(A9) 

as done implicitly in earlier sections, then the second term in 
POI must be neglected to give 

(A 10) 

Equation (A9) is the key assumption that ensures that we 
calculate in the physical representation. The phase speed C2 

is indeed that of a second harmonic of the linearized 
Korteweg-de Vries equation. The residualplI = 0 gives 

TI2 = log(3) = 1.0986. (All) 

It is, however, equally possible to calculate in the un­
physical representation kl = k2 = 1. As stressed in the auth­
or's companion paper on the modular transformation,3 the 
linear dispersion relation gives a unique phase speed for each 
wavenumber, so it is quite absurd to suppose that the two 
waves of different phase speeds which are the dominant 
terms in the Fourier series of a small amplitUde double cnoi­
dal wave can both have identical wavenumbers. (If wave-
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numbers and phase speeds are the same, then the two waves 
are identical and we have an ordinary cnoidal wave which 
depends on but a single "angle" variable.) Nonetheless, it is 
still possible to represent the solution using a theta function 
with the unphysical wavenumber k2 = 1 if (A9) is replaced 
by 

(AI2) 

The first two residuals are unaffected (to lowest order!) 
by the change in k2 and by (AI2), so the phase speed CI and 
constant of integration are still given by (A 7) and (AS). The 
invariance of C I is in fact true to all orders in perturbation 
theory because a modular transformation that alters k2 and 
Y does not affect X and C I at all as may be seen in Table I of 
Ref. 3. The invariance of A is also exact because the special 
modular transformation leaves the theta function un­
changed, which means that after the angle variables have 
been converted to x and t, the theta function has the same 
dependence on space and time as before. The theta function 
must therefore satisfy the Hirota-Korteweg-de Vries equa­
tion with the same constant of integration A. 

The other two residual equations, however, are quite 
drastically changed. When the wavenumbers are identical 
andA = 0, 

;(1,1)=0 

so that 

Pll = e-
2T12;(1,1). 

(A13) 

(A14) 

The only way that P II = ° is if either (i) T12 = 00, which is 
impossible since the theta series would diverge or (ii) 

;(1,1)=0 

which demands 

C2 = - 2S~. 

(A15) 

(A16) 

This is not the phase of any linear wave of the Korteweg-de 
Vries equation with an integer wavenumber. 

Because of the large magnitude ot T 12 , it is no longer 
legitimate to neglect the second term inpoI' which becomes 
[using (AI2)] 

POI = ;(0,1) + e- 2<l;(2,1), 

which gives 

Tn = - Tll + 1.09S6. 

(AI7) 

(A1S) 

These alterations in C2 and T12 [from the values given in 
(AW) and (All)] are exactly as listed in Table I of the com­
panion paper by Boyd for a transformation by the modular 
generator A2 -I. Equation (A16) is the limit of the numerical­
ly calculated values of c2 as given in Table II of the same 
paper, while (AW) gives the limit of what is called C2 mod in 
the same table. Thus, there is a gratifying consistency 
between the numerical solutions of the residual equation, the 
perturbation theory, and the special modular transforma­
tion. 

The lowest three terms of the theta function itself can be 
written in either representation, 

3412 

8 [~] = 1 + e- T" COS(21TX) + e- Tn COS(21TY) 

+ e - T" - Tn - 2 Til COS(21T[X + Y]). 
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(AI9) 

In the "physical" representation [1,2], i.e., kl = 1 but 
k2 = 2, the first two cosine terms are dominant in the limit of 
Til' T22> 1. In the "unphysical" representation [1,1], i.e., 
k1 = k2 = 1, (AIS) implies 

e- T" - T"-2T,, = e- Tne T , , -2.2972>e- T" (A20) 

for large Til, so that the COS(21T Y) term is exponentially small 
in comparison to the "mixed" terms COS(21T[X + Y]). This is 
as it should be because COS(21T[X + Y]) is of wavenumber 2 in 
x and is in fact identical with the term which is written 
cos (217' Y) in the other representation. 

APPENDIX B: THE RELATIONSHIP BETWEEN THE 
"TETRA-GAUSSIAN" DOUBLE SOLITON AND 
HIROTA'S DOUBLE SOLITON 

As noted in the main body of this paper and the author's 
previous work, I the sum of the four Gaussians with peaks at 
the corners of the unit square, named the "tetra-Gaussian" 
and labeled by an upper case Greek 8, can be given two 
interpretations. First, it is the lowest-order approximation to 
the full theta function series 8 (X,Y). Second, it is an exact 
solution of the Hirota-Korteweg-de Vries equation for the 
spatially unbounded problem, representing two solitary 
waves of unequal height. This second interpretation is im­
portant because it justifies interpreting the double cnoidal 
wave as a double soliton when the wave amplitudes are large 
enough so that the tetra-Gaussian is an accurate approxima­
tion. 

It therefore, is useful to explain how the tetra-Gaussian, 
which seemingly is very different, is physically equivalent to 
Hirota's own solution to the HKdV equation, which is 

H(x,t) = 1 + e'- 3,x + 3,'1- </J, + e - 3,x + 6,'1- </J, 

( 
81 - 82)2 

+ 81 +82 

Xexp( - (81 + 82 )x + (8/ + 82
3 )t - ¢1 - ¢2)' 

(BI) 

The tetra-Gaussian in contrast is 

8(x,t) = I I exp( - l(Rll/2)(X + ntJ2 
n. = ± 1/2 n2 = ± 1/2 

(B2) 

or written in terms of x and t 

8 (x,t) = exp( - (aI2)x2 - /3xt - (rI2)t 2 

- (R 11/S) - (Rn/S)) 

x I I exp( -l(01n 1 + 02n2 + Op)X 
n. = ± 1/2 n2 = ± 1/2 

+ (E 1n 1 + E2n2 + Ep)t II 
xexp( - lR 12n ln 2 + (/>In l + (/>2n 2 + (/>p J) (B3) 

where the Greek letters are related to the theta matrix ele­
ments and k l , k 2 , etc., via (2.S) through (2.19). Thus, Hirota's 
solution is an unsymmetrical sum of four exponentials of 
linear arguments and is spatially unbounded, whereas the 
tetra-Gaussian is a symmetrical sum of four exponentials of 
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quadratic arguments. Because of (i) the form of the function 
; (i,j) which appears in the residual equation (2.22), (2.23), 
and (2.26); and (ii) the second logarithmic derivative trans­
formation, these differences are almost entirely cosmetic if 
one matches the pseudowavenumbers, i.e., 

81 = c51, 82 = c52. (B4) 

It was stressed in the author's previous work l that the 
reason one can prove that all but four of the residual equa­
tionspjk = 0 are redundant is because; (i,j) depends only on 
differences in the exponentials of a pair of terms in the theta 
function whose interaction in the bilinear HKdV equation is 
described by; (i,j). This implies that if H (x,t) is a solution of 
the HKdV equation, then exp [vx + wt + = )H (x,t ) is also 
a solution for arbitrary constants v, w, and E This theorem 
was widely used by Hirota himself a decade ago to manipu­
late his solutions into convenient form. Here, recalling that 
the explicit, exact solution of the residual equations for the 
tetra-Gaussian (which is also the lowest-order approximate 
solution for the full 8-series) implies that €I = c5/ - 12ac5 l, 
€2 = c5/ - 12ac52, and exp[ - R 12 ) = (c5 1 - c52)2/(c51 + c52)2, 
one can verify through routine multiplication that 
exp [vx + wt + E)H (x,t) matches e (x,t) except for the de­
pendence of the latter on a, {J, and y provided that 

v = ~(c51 + c52), (BS) 

w = !(c51
3 + c5/), (B6) 

= = - R 11/8 - R22/8 + 4>p - tP/2 - tP2/2 - R 12/4, 
(B7) 

and that one adjusts the phase factors tP I and tPz in the angle 
variables X and Y, which determine <PI and <P2 in (B2) via 
4>1 = RlltPl + R 12,p2 and <P2 = R12tPl + R22tP2' so that 

<PI =,pl + R 12/2, (B8) 

<P2 = ,p2 + R 12/2. (B9) 

The two phase factors in X and Yare neither more nor less 
than what is needed to match the two phase factors in H (x,t ) 
and vice versa. 

Since ; (i,j) is independent of y, it follows that 
exp[ - (y/2)t 2)H (x,t) is a solution ifH (x,t) is. The function 
; (i,j) does depend on {J, but only in the combination of 
{J - A. Thus, if H (x,t ) solves the HKdV equation with A = 0, 
then exp[ - {Jxt ]H (x,t ) is a solution of the HKdV equation 
with the new constant of integration A = {J. This same rea­
soning explains why Fourier series numerical integration of 
the HKdV equation instead of the KdV equation, which is 
otherwise tempting because the Fourier series of the theta 
function converges much more rapidly than that for the mer­
morphic function which is the corresponding solution of the 
KdVequation, will not work unless A is known in advance: 
There is only a single value of A which the HKdV equation 
has a periodic solution. Arbitrary choices of A will yield so­
lutions that are the products of a periodic function with exp­
[ - (const)xt J. This is strictly a numerical difficulty, how­
ever; neither {J nor A has any effect on the solution of the 
Korteweg-de Vries equation because the exp[ - {Jxt] factor 
is automatically eliminated when the second logarithmic 
derivative is taken. 

The factor of exp[ - (aI2)x2] does alter u(x,t ), but only 
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by the addition of a constant and simultaneously a shift in all 
the phase speeds by the same constant. Stated formally, one 
can easily show from the form of; (i,j) (or from the theorem 
given in Sec. VII of the author's previous work) that if H (x,t ) 
is a solution of the HKdV equation with u(x,t ) = 12(ln H )xx 
as the corresponding KdV solution, then exp[ - (al 
2)x2]H (x + 12at,t) is also an HKdV solution with the new 
constant of integration A I = A - 6a2 with 

v(x,t) = - 12a + u(x + 12at,t) (BIO) 

as the corresponding solution of the Korteweg-de Vries 
equation. Thus, aside from the a dependence in (B 10), the 
tetra-Gaussian is physically equivalent to Hirota's double­
soliton HKdV solution, even though their mathematical 
form is rather different. 

APPENDIX C: THE "TETRA-GAUSSIAN" AND THE 
GEOMETRY OF THE X- Y PLANE 

For large R II' Rw one can accurately approximate the 
full theta function series by a tetra-Gaussian and deduce a 
number of simple facts that have been exploited here and in 
Ref. 2. First, note that, using e to denote the tetra-Gaussian 
as in Appendix B, 

Ine_ln[n'~~1I2n'~~1/2exp( - {(R;I}x+nl)2 

+ Ru(X + nl)(Y + n2) + (R;2}y + n2)2})], (CI) 

which by extracting the common factor is 

- (R11/2)X 2 + R 12XY + (R22/2)y2 

When we take the second derivative of In e, the quadratic 
termsinX 2,XY, and y2 are converted to a constant ( - 12a), 
so the shape of the double soliton is determined entirely by 
the remaining logarithm in (C2), i.e., 

[ 

112 1/2 

L =In n, ~~ 112 n,~~ lIz
exp( - RIIXn 1 - R22 Yn 2 

- R 12Xn2 - R 12Ynt!). 

(C3) 

As done in Appendix B, one can then show that the sum of 
the four exponentials with linear arguments in (C2) is equiva­
lent to Hirota's sum of four linear exponentials that generate 
the double solitary wave in the spatially unbounded prob­
lem. 

Here, a different strategy will be adopted. When R 11 

and R 22 are very large, the "tetra -Gaussian" has four narrow 
peaks at each of four corners of the unit square X = ±~, 
Y = ±~. Over most of the square, e is dominated by a sin­
gle term. The logarithm of a single exponential oflinear ar­
gument in (C2) can be evaluated explicitly to give a result 
linear in X and Y, which is then eliminated by taking two 
derivatives. Thus, solitons occur only where at least two 
peaks of the tetra-Gaussian are of comparable magnitude. 
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One such region is the neighborhood of the positive Y 
axis where the important peaks are n I = ±~, n2 = -! and 

L=,=:ln[2 cosh(RIIX /2 + R\2Y /2 - RI2/4)] 

+ R 22 Y /2 + RlzX /2. (C4) 

The valley in the graph of e [which corresponds to a ridge of 
the function U(X,Y) graphed in Figs. 7, 8, and 10 of Ref. 2] 
occurs along the line where the argument of the hyperbolic 
cosine is 0, i.e., 

(C5) 

Repeating the argument along the negative Yaxis gives (C5) 
again except for a sign change for the Y-intercept, R\2/2. 
Thus, one finds, as quoted in Sec. VI of Ref. 2, that the slopes 
of the soliton valleys are ( - RII/Rd and by similar reason­
ing, ( - R \2/ R22)' 

Using the definitions 151 = Rllkl + R 12k 2, 
X kl(x - Cit), etc., as in (5.7) and (2.4) above, one can write 

L = In(cosh[(DI/2)X + (EI/2)t - R\2/4]) + [.], (C6) 

where the [.] denotes terms that will be eliminated by differ­
entiation. Then 

d 2 

u(x,t)=12-2 L 
dx 

= 315/ sech2 [(DI/2){x + (EI/Ddt - R\2/(2DdJ]· 

(C7) 

Thus, the soliton whose width and amplitude are determined 
by the diagonal inverse theta matrix element R II corre­
sponds to a trough in the graph of e (X, Y) which runs roughly 
parallel to the Yaxis. Repeating the analysis for negative Y 
gives (C7) again except for a change of sign in R \2' Now, the 
region around the origin is where the two soliton troughs 
turn and merge. The jump represented by the sign change in 
R 12 is therefore the collisional phase shift, which is then 

phase shift = R\2/DI. (C8) 

The tilting of the soliton troughs so that they only ap­
proximately parallel the X and Yaxes is intimately related to 
this collisional phase shift. Since the full theta series is domi­
nated within the unit square entirely by the four peaks of the 
tetra-Gaussian, it follows that the soliton valleys must inter-
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cept the edges of the unit square at the same value of X (Y) for 
the trough paralleling the Y (X) axis, to within 
o (exp [ - R 11 /2], exp [ - R 22/2]), or the theta function 
will not be periodic. Were it not for the phase shift, the 
troughs could preserve periodicity simply by running paral­
lel to the axes. As it is, the tilt insures that the troughs, whose 
equations are 

R\2Y = - RIIX ± R\2/2, (+ )Y> 0, (-)Y < 0, 

(C9) 

both intersect the edges of the unit square, Y = ±!, at 
X = 0. As explained in Sec. VI of Ref. 2, this tilting of trough 
lines also implies that the phase velocities are not the speeds 
of the "free" solitary waves, i.e., the rate at which the soli­
tons travel when not enmeshed in a collision; C I and C2 are 
rather the time-averaged velocities of the peaks of u(x,t ). 
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The modular transformation of the Riemann theta function is used to show that the implicit 
dispersion relation for the N-polycnoidal waves of the Korteweg-de Vries equation has a 
countable infinity of branches for N;;.2. Although the transformation also implies that each 
branch or mode can be written in a countable infinity of ways, it is also shown that there is a unique 
"physical" representation for each mode such that the parameters of the theta function can be 
interpreted as wavenumbers and amplitudes in the limit of either very small or very large 
amplitude. Unfortunately, the small amplitude "physical" representation is different (by a 
modular transformation) from the large amplitude "physical" representation for a given mode, 
but this difference explains an apparent paradox as described in the text. The general modular 
transformation expresses the theta function in terms of complex wavenumbers, phase speeds, and 
coordinates that have no physical relevance to the Korteweg-de Vries equation, but it is shown 
that for N;;.2, there is a subgroup, here dubbed the "special modular transformation," which gives 
a real result. This subgroup is explicitly constructed for general N and presented as a table for 
N=2. 

PACS numbers: 02.30.Jr, 02.60.Lj, 02.30.Qy 

I. INTRODUCTION 

This present work will focus on four themes. The first is 
the specialization of the general modular transformation of 
the theta function to that subgroup, here dubbed the "spe­
cial" modular transformation, which is relevant to the 
Korteweg-de Vries equation. This construction is done in 
Secs. II, III, and IV, beginning with a description of the 
general transformation, then explicitly constructing the 
"special" transformation for general N, and finally discuss­
ing in detail the special caseN = 2, which is the subject of the 
companion papers by the author. 1 

The second half of the paper will discuss in tum the 
three remaining issues: the multiplicity of roots of the N­
polycnoidal wave dispersion relation for N;;.2 (Sec. V); the 
so-called "paradox of the wavenumbers" (Sec. VI); and final­
ly which of the infinite number of mathematically equivalent 
ways of writing the theta function is the "physical" represen­
tation in which the wavenumbers and phase speeds are those 
of the actual solitons or sine waves of the solution (Sec. VII). 
Before turning to the transformation itself, it is useful to 
describe each of these last three themes in enough detail to 
motivate the technical discussion of Secs. II, III, and IV. 

The implicit dispersion relation for N-polycnoidal 
waves, derived in Refs. 1 and 2, is linear in all the unknowns 
for the special case N = 1 (the ordinary cnoidal wave discov­
ered by Korteweg and de Vries in 1895) and thus has a 
unique solution. However, for N;;.2, the dispersion relation 
is transcendentally nonlinear-that is, the algebraic equa­
tions we must solve are defined by infinite series in one or 
more unknowns-so an infinite number of roots is at least 
possible. The mere existence of the modular transformation 
raises this to a near certainty. As reviewed in Ref. 1, the N­
polycnoidal wave is the second logarithmic derivative with 
respect to x of the N-dimensional Riemann theta function 

e [~] (T,;) whose N arguments are the "phase variables" 

;j=kj(x - cjt) + rPj' (1.1) 

where x is the spatial coordinate, t is time, and where the 
constants kj,cj and rPj are thejth wavenumber, phase speed, 
and phase factor, respectively. The coefficients of the N-di­
mensional Fourier series in the ;j of the theta function are 
completely determined by the elements of the symmetric 
N XN "theta matrix" T as shown explicitly in Eq. (2.1) be­
low. The special modular transformation allows the;j and t ij 
(theta matrix elements) to be simultaneously altered in a 
countable infinity of ways without changing the sum of the 
infinite series. Thus, a single root of the dispersion relation 
generates the solution at an infinite number of discrete points 
in parameter space. 

A more precise picture can be obtained by looking at the 
limits of either very large amplitude or very small amplitude 
where the phase speeds cj are known analytically,l and ex­
amining what we shall name the "modes" of the wave. In the 
small amplitude regime, the diagonal theta matrix elements 
tii > 1 and the N-polycnoidal wave can be approximated as 
the sum of N sine waves each proportional to cos (21T;j) for a 
differentj. Without loss of generality,2 one can always re­
scale the N-polycnoidal wave to unit period. For N = 2, we 
can thus always take kl = 1, but strict periodicity in x is 
preserved if k2 = n, where n is any integer ;;.2. Because each 
different choice for k2 gives a distinct solution, one whose 
graph is distinct from that for any other choice of n, we will 
refer to the different possibilities as "modes" and write their 
wavenumbers in square brackets separated by a comma, viz., 
[l,n ]. 

Now when the modular transformation is applied to a 
theta function, it alters a wavenumber by an integer. Thus, 
each mode [l,n] can always be expressed in terms ofa theta 
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function with kl = 1 and k2 = 2. Thus, the dispersion rela­
tion for the gravest [1,2] mode has roots corresponding to the 
modular transformations of all the other modes [l,n]. In Sec. 
V, we will tighten this argument and look at the multiple 
roots of the dispersion relation in some detail. 

The "paradox of wavenumbers" arises because one can 
equally well define the "modes" of the N-polycnoidal wave 
in terms of the limit of large amplitude. In this regime, the 
peaks of the wave are very tall and narrow and essentially 
indistinguishable (because of their narrowness) from the soli­
tary waves (solitons) of the spatially unbounded (as opposed 
to periodic) Korteweg-de Vries equation. There are solitons 
of N different sizes on each interval and, as explained in Ref. 
1, the role of the wavenumbers kj is quite different from that 
in the small amplitude limit in that the kj specify how many 
solitons ofthejth size appear on each spatial period. To em­
phasize the different role of wavenumbers, we shall denote 
the modes as identified in the near-soliton regime by writing 
the wavenumbers in braces. 

The "paradox" referred to above is that [ 1, Ij is now the 
gravest N = 2 mode (one tall soliton and one short soliton on 
each unit spatial interval), whereas the simplest small ampli­
tude mode is [1,2]. Since the linear dispersion relation gives a 
unique phase speed in the limit of infinitesimal waves, it is 
not possible to superimpose two sine waves with k I = k2 = 1 
and obtain two distinct phase speeds; such a mode would 
collapse into an ordinary (N = 1) cnoidal wave. Since the 
wavenumbers are fixed parameters of the implicit dispersion 
relation, this apparent contradiction about the identity of the 
gravest mode is very confusing. 

In Sec. VI, this paradox will be resolved with the aid of 
the special modular transformation. There, it is shown that if 
one sets k I = k2 = 1 and begins to vary the amplitude down­
wards in small steps, solving the dispersion relation numeri­
cally at each step starting from the known soliton velocities, 
one will eventually compute the [1,2] small amplitude mode. 
However, the numerical phase speeds obtained with 
kl = k2 = 1 will not be those of the [1,2] mode directly, but 
rather the modular transformation of these phase speeds. 
Thus, the paradox is resolved: the gravest (1,2] and! l,lj 
modes are indeed the same, continuous mode, but the equiv­
alence can be demonstrated only via the special modular 
transformation. 

This in turn raises the third issue. Given that a particu­
lar N-polycnoidal wave can be written in a countable infinity 
of ways thanks to the modular transformation, what repre­
sentation, if any, is best? In the limit of very large or very 
small amplitude, we have already answered this question: 
For the gravest N = 2 mode, for example, the [1,2] U 1,1 j) 
representation is best for small (large) amplitude because the 
phase speeds can then be physically interpreted as the actual 
phase speeds of the two linear sine waves or of the two soli­
tons, respectively. What is to be done for intermediate ampli­
tude, however? In Sec. VII, we will attempt to answer this 
question and give several alternative ways of quantifying the 
(thus far) vague meaning of "small amplitude" and "large 
amplitude. " 

The final section of the paper is a summary and pro­
spectus. 
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II. THE GENERAL MODULAR TRANSFORMATION 

TheN-polycnoidal wave is the second logarithmic deri­
vative with respect tox of the N-dimensional Riemann theta 

function e [~] (T,~), where the N arguments ("phase varia­

bles") are ~ = (tt,t2, ... ,tn) with t j = kj(x - cjt) + ¢j as in 
(1.1) above and where the theta function is defined by the 
uniformly convergent sum 

e [:,] (T,~) = n, ~~ 00 n, ~ oc ••• nN].- 00 exp [ 1T{t! jt! tij 
X (n; + ~)( nj + ~) 

(2.1) 

where £ = (€I'€2""'€N) and £' = (€;, €;, ... ,€;.,) are together 
the "characteristic" of the theta function and the t· are the 1J 

elements of theN XN symmetric "theta matrix" T. In Ref. I 
and also the works of Nakamura,3 Hirota and lto,4 and their 
collaborators, the details of calculating the phase speeds c· 

• J 

and off-diagonal theta matrix elements (tij' ii=j) ("un-
knowns"] in terms of the wavenumbers kj and diagonal the­
ta matrix elements t;; ["parameters"] are explained. In this 
work, however, we shall concentrate solely on transforma­
tions of the theta function. 

The most general transformations are lucidly described 
in a recent book by Rauch and Farkas.5 So as to conform 
with their notation and that of most other mathematics 
texts, this paper will use theta matrix elements t .. that are IJ 

imaginary in contrast to the real matrix elements T and R .. IJ I) 

which are more convenient in the two companion papers 
(Ref. 1). The results given in Table I, however, are notation­
independent as explained in the table caption. If N is the 
dimensionality of the theta function (mathematicians often 
use g for N because N is also the "genus" of the Riemann 
surface associated with the theta function), then the transfor­
mations are generated by a (2N) X (2N) dimensional matrix 
M which is a member ofSp(N,Z), the so-called "homogen­
eous symplectic modular group." The term "symplectic" 
means that if one defines an (2N) X (2N) matrix J via 

J (ON - IN), 
-IN ON 

where ON is the N X N matrix whose elements are all zeros 
and IN is the N X N identity matrix, then for any matrix M in 
the general 2N X 2N symplectic group, 

MJM T = J, (2.2) 

where MT is the transpose of M. One can show that (2.2) 
implies 

det IMI = ± 1, (2.3) 

where "det" denotes the determinant. "Modular" denotes 
that subgroup of the general symplectic group whose matrix 
elements are all integers. Rauch and Farkas5 explain why M 
must be both symplectic and modular, but their careful and 
readable exposition will not be repeated here. 
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The individual transformations are actually expressed 
in terms of submatrices ofM, so Rauch and Farkas write M 
in the block form 

M=(D C) 
B A' 

(2.4) 

where A, B, C are all N X N matrices. They prove the follow­
ing. 

Theorem: (Modular Transformation) IfM is a member 
of the (2N) X (2N) homogeneous symplectic modular group 
and if A, B, C, and D are its (N X N) submatrices as defined by 
(2.4) above, then if 

~ = [(Cf + D)T] - I~, (2.5) 

T = (AT + B) (Cf + D)-I, (2.6) 

where T is symmetric and positive definite imaginary and 

E = DE - CE' + diag (CD T
), 

E' = - BE + AE' + diag (ABT), 

(2.7) 

(2.8) 

where diag (R) is the vector-valued function of an arbitrary 
square matrix that returns the diagonal matrix elements of 
its argument as its result, i.e., 

(
rll) r22 

diag(R)_ : ' 

rNN 

(2.9) 

then 

e [:,] (~,T) =KexP[1TiCtlltl Pk1bkbl)]e [:,] (~,T), 
(2.10) 

where the Pkl are the elements of the N XN matrix P, where 

(2.11) 

and where K is a constant dependent on M, E, and E'. Fur­
thermore, T is a theta matrix, i.e., symmetric and positive 
definite imaginary. 

This theorem is far too general for the theory of the 
Korteweg-de Vries equation. First, the Korteweg-de Vries 
solution u(x,t ) is proportional to the second logarithmic deri­
vative with respect tox of the theta function, so the constant 
Kin (2.10), which is explicitly computed by Rauch and Far­
kas, is irrelevant to the theory of the Korteweg-de Vries 
equation and shall be ignored here. 

Second, since the theta matrix T is positive definite 
imaginary, i.e., it must be complex, most of the transforma­
tions described by the theorem will yield complex phase var­
iables;j even if the untransformed variables are all real. 
Since complex coordinates are physically meaningless for 
the waves of the Korteweg-de Vries equation,6 it follows 
that one loses nothing by concentrating only on that sub­
group of transformations which yields real coordinates. 

Inspecting (2.5) reveals two possibilities for such a sub­
group: (i) D = 0, in which case; is pure imaginary and all the 

factors of i = f=T in (2.5) and the theta series (1.2) cancel to 
give a series involving real x and t only or (ii) C = ° so that; 
is real if; is real. The first possibility is equivalent to apply­
ing the Poisson summation method to rewrite the Fourier 
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series of the theta function as a series of Gaussian functions 
as explained in an earlier paper by the author.2 Strictly 
speaking, the Poisson sum is merely the special case 
C = - IN,B = IN' One can easily show, however, that us­
ing the most general C, B allowed by the symplectic condi­
tion (2.2) is equivalent to possibility (ii) for some A, B fol­
lowed by Poisson summation. Consequently, (i) adds 
nothing to (ii) except the possibility of Poisson summation 
which was already thoroughly explored in earlier work. 
Therefore, the rest of this article will focus on the second 
case C = 0. Keeping T pure imaginary then requires that 
B = 0, so the general sympletic modular transformation has 
been reduced to those for which A and D, the diagonal sub­
matrices, are the only nonzero blocks. 

By substituting such a block diagonal M into the sym­
plectic condition (2.2) and noting 

(
DT 0) 

MT = 0 AT (2.12) 

one can show that the symplectic condition is satisfied if and 
only if 

A=[D-IV (2.13) 

Rauch and Farkas5 give a complete set of that finite number 
of generators whose products and inverse give the most gen­
eral symplectic matrix which is also modular, i.e., has inte­
gral elements. For the special case considered here, one can 
discuss these (2N) X (2N) generating matrices in terms of a 
single N XNblock (say the A block) because the rest ofM is 
specified uniquely by B = 0, C = 0, and D = [A T] - I ac­
cording to (2.13). In the next section, these generators will be 
explicitly constructed. 

III. THE SPECIAL MODULAR TRANSFORM 

The modular transformation with B = C = 0 so the M 
is block diagonal will be referred to as the "special" modular 
transformation. As shown in the previous section, the "spe­
cial" transformation is, excluding Poisson summation, the 
most general transformation of theta functions which is phy­
sically relevant to polycnoidal waves of the Korteweg-de 
Vries equation. It is useful to restate the theorems of the 
previous section for this special case. 

Theorem: (special modular transformation) Let 

~=A;, (3.1) 
A T 
T=ATA, (3.2) 

E=[A-11TE, (3.3) 

E'=AE', (3.4) 

where A is the lower right-hand block of a block-diagonal 
matrix M of the symplectic modular group. (The general 
form of A is constructed below.) Then 

e [:' ](~;T) = Ke [:' ](;;T), (3.5) 

where K is a constant. 
Note that the Gaussian factor has disappeared because 

the matrix P of the general theorem is now identically zero; 
the special transformation takes a theta Fourier series direct­
ly into another theta Fourier series. 
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The generators are of two classes. For each, one begins 
with the N X N identity matrix and modifies it according to a 
prescription given by Rauch and Farkas. For the first class, 
'Aij in their notation with i,j restricted so that i=j= j, add 
-- 1 to the (j,i) element of the identity matrix. For the second 

class Di change the sign of the (i,i) element of the identity 
matrix. Rauch and Farkas also include the inverses of the 
+-Ai) in their generator set <:s the -Ai); the Di are their own 
inverses. (The -Ai) are obtained by adding + 1 to the (j,i) 
element of the identity matrix.) One thus obtains a complete 
(but not necessarily minimal) generating set with 2N z - N 
members. The statement that this set is the complete gener­
ator of the special transformations means that the most gen­
eral N XN matrix A which appears in (3.1)-(3.3) is the pro­
duct of an arbitrary number of the generating matrices each 
raised to an arbitrary, non-negative power, i.e., if one adopts 
the revised notation of labeling the generators Ai' 
i = 1,2, .. . ,2N 2 - N, then the most general transformation is 

A = A n, A ~'A ~' ... A n", 
I] l~ 'j 1m' 

(3.6) 

wheren) >0, 1<i)<2 N 2 
- Nbutareotherwisearbitrary;m, 

the number of factors, is arbitrary also. The generators do 
not commute even for the special transformation, so (3.6) 
usually cannot be simplified. 

TABLE I. The transformations produced by the generators of the special 
modular group A, and A,. and their inverses for N = 2 (double cnoidal 
wave). The plus signs correspond to A,; the minus signs to A, -, and A, - '. 
The ( A ) quantities are the new variables created by the transformation. The 
matrices whose elements are T,) and R'i are explained in Boyd'; the T" 
transform exactly as those of the usual imaginary theta matrix elements I,) 

used by mathematicians. The k, and c, are the wavenumbers and phase 
speeds that appear in the "angle" variables X and Y when the special modu­
lar transformation is applied to the double cnoidal wave of the Korteweg-de 
Vries equation. 

A, (and A, I): 

(!'" ~,,) = ([ T" ± 2T" + T"l [T" ± T'21). 
T" Tn [ T" ± Tn I [T"l 

(R" R,,) ([R"l [R"+R,,l ) 
R12 R" = [R 12 +R ll l rR,,+2R 12 +R,,1' 

(D = (k, ~ k,). 
G;) = (lk,c I ± k,C~:/[k, ± k'l). 

A, (and A, I): 

(n=(~±x). 
( ~' , 1',,) ( [ T" I [ T" ± T" I ) 
1'" 1'" = [ 1'12 ± 1'" I [T" ± 2 T" + 1',,1 • 

(~II ~,,)=([R,,+2RI2+R221 [R 12 +R22 1). 
R" R" [RI2+R"l [R"l 

(iJ = C, ~ k) 
G:) = (~~2 C, ± k, c, ]I[k, ± k,l)' 
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The Di generators merely replace Si- - Si' This is not 
a very interesting transformation since one can always take 

() [~] or () [~], whichever is convenient, as the theta function 

by adjusting the phase factors <p) in (1.1). These theta func­
tions are always even in each of Sl,S2,,,,,SN, so the transfor­
mation described by the N Di invariably leaves the theta 
function unaltered and is physically irrelevant. Consequent­
ly, the only interesting nontrivial transformations are those 
generated by the smaller set of the 2 N 2 - 2N matrices that 
Rauch and Farkas label +-Ai) and -Ai)' 

Rauch and Farkas5 prove that T is a theta matrix, i.e., 
symmetric and positive definite imaginary, for the general 
modular transformation of any N, so the transformed theta 
function series is always convergent. Although the determi­
nant of T is invariant under transformation (proof: 
det Ai = 1 for all i and the determinant of the product of two 
arbitrary matrices is the product of their determinants), the 
trace ofT, i.e., the sum of the diagonal elements, generally is 
altered by the transformation as evident in Table I. Since the 
trace of the theta matrix is the sum of the eigenvalues, it 
follows that the eigenvalues, and therefore the rate of con­
vergence of the series are normally changed by the special 
modular transformation even though the fact of conver­
gence (does it converge or diverge?) is never altered. 

These matrices :'- Ai) exist only for N>2, i.e., for the 
double cnoidal wave or higher. All modular transformations 
for the ordinary cnoidal wave (N = 1) yield a result in which 
the spatial coordinate has both real and imaginary parts ex­
cept the Poisson summation discussed in the author's earlier 
paper. I In the next section, the simplest nontrivial case 
N = 2 will be described and its generators will be given expli­
citly. 

IV. THE SPECIAL MODULAR TRANSFORMATION FOR 
N = 6: DOUBLE CNOIDAL WAVE 

In Rauch and Farkas5 terminology, there are four gen­
erators for N = 2, but since half of these are inverses of the 
other half, there are only two generators7 in the usual ter­
minology of group theory where inverses are not counted, 
I.e., 

AI = G ~), 
A z = C ~). 

(4.1 ) 

(4.2) 

[The inverses are obtained by merely changing the sign of the 
off-diagonal element for both (4.1) and (4.2).] From Table I, 
it is apparent that the transformations wrought by A I can be 
obtained from those created by A2 by interchanging the X 
and Y coordinates and the subscripts on the theta matrix 
elements: there is effectively only a single transformation 
(and its inverse) which can, however, be applied to replace 
either X or Yby the sum (X ± Y). 
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In the companion papers by Boyd, I it was convenient to 
work in terms of modified theta matrices whose elements are 
denoted by Tij and Rij' Since, 

(4.3) 

the Tij transform exactly as the complex elements tij used by 
mathematicians and vice versa. 

The matrix elements Rij' which give the coefficients of 
the Gaussian series of the theta function, are those of a ma­
trix R which is proportional to the inverse of T. When 
T~T = ATAT

, the corresponding matrix R = (2r) T- I 

transforms as 

(4.4) 

Equation (4.4) applies for the special modular transforma­
tion of any N; the transformed R for the special case N = 2 
are also given in Table I. 

Recalling that X = kl (x - CI t) + ifJI and Y = k2 
(x - C t) + ifJ2' it follows that the phase speeds and wavenum­
bers are also altered by the transformation. The changes 
made by the generators and their inverses are given in Table 
I. 

V. THE BRANCHING OF THE DISPERSION RELATION 

As shown in the Introduction, the existence of the mo­
dular transformation implies that each mode of the 2-polyc­
noidal wave can be transformed into a theta function with 
kl = 1, k2 = 2. This suggests that the dispersion relation for 
any given set of parameters is infinitely multibranched. At a 
minimum, it has been shown that if we attempt to make a 
contour plot of CI' C2, and tl2 for a single mode, say the gra­
vest, then all the higher modes, which are countably infinite 
in number, provide extraneous roots of the dispersion rela­
tion for at least some values of the parameters. 

Two issues remain. First, when kl = 1 and k2 = 2, for 
example, does the [1,3] mode give a solution of the implicit 
dispersion relation for all values of (t ll,tnl or only for some 
limited region in parameter space? It is reasonable to conjec­
ture that the correct answer is "all" since the modular trans­
formation is not subject to any parametric restrictions: The 
transform of a theta function is always a uniformly conver­
gent series of proper theta function form. However, the 
transformed values of the diagonal theta matrix elements 
depend on the off-diagonal elements which unfortunately 
are part of the solution of the dispersion relation, so this 
conjecture cannot be proved without deeper analysis than 
that done here. 

The second issue is whether all solutions of the implicit 
dispersion relation are "regular," that is to say, are modes 
which have well-defined limits for small and large ampli­
tude. Here again, one is tempted to speculate that the answer 
is that all solutions are regular. The N-polycnoidal waves 
have an analytic structure which is extraordinarily tidy and 
simple in other respects. Furthermore, as shown by Boyd, I 
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the implicit dispersion can be solved by perturbation theory 
for both small and large amplitude with good overlap 
between the two regimes; the overlap implies it is difficult to 
insert irregular modes that exist only for intermediate pa­
rameter values. However, these are not proofs but plausibil­
ity arguments. It is known that at least one physically impor­
tant type of solitary wave, the "modon" of Stem, Flierl, 
McWilliams, Larichev, and Reznik,9 does not have a small 
amplitude limit, but exists only when the amplitude is above 
some threshold. 

Thus, a full resolution of these two issues must remain 
for future research. It is certain, however, that the implicit 
dispersion relation for N-polycnoidal waves has multiple so­
lutions for N>2. 

VI. THE WAVENUMBER PARADOX AND THE 
CONTINUATION METHOD 

A good numerical procedure for tracing the structure of 
a mode is the so-called "continuation" method. The basic 
idea is to vary one or more of the parameters in small steps. 
At each step, the algebraic equations are solved for the un­
knowns via Newton's method. The first guess which is need­
ed to initialize the Newton iteration is obtained by using the 
results from the previous point in parameter space (or by 
linear extrapolation from the results at the two previous 
points); this will always give convergence if the steps in the 
parameter are sufficiently small. To initialize the parameter 
march, one needs to know the approximate solution at some 
point in parameter space. The perturbation theory of Boyd! 
provides such approximate solutions for both very large and 
very small amplitudes i.e., for very large and small values of 
tii , so the continuation method can be easily applied to all the 
regular solutions of the implicit dispersion relation. 

The "paradox of the wavenumbers" is that the gravest 
mode in the near-soliton limit is! 1,1 J, i.e., has k! = k2 = 1 
while the lowest mode in the small amplitude regime is de­
noted [1,2] because k2 = 2k! = 2. When the continuation 
method is applied to the ! 1, Ij mode, beginning in the large 
amplitude, near-soliton regime, and both diagonal theta ma­
trix elements are simultaneously increased, what does the 
algorithm give when I tii I> I? This limit is the small ampli­
tude regime where a mode that is [1,1], i.e., the sum of two 
sine waves of different phase speeds but identical wavenum­
bers, cannot exist. Table II answers this question: The con­
tinuation method, applied with k! = k2 = 1, gives values for 
C2 which are the modular transform of those for the gravest 
small amplitude mode [1,2]. 

The top line of the table shows the near-soliton regime; 
the Itii I are fairly small and the "Gaussian," large amplitude 
perturbation theory! is quite accurate. By the time the bot­
tom is reached, we are in the small amplitude regime and the 
Gaussian perturbation theory is inaccurate while perturba­
tion theory beginning with two Fourier components as the 
lowest approximation gives excellent results. However, the 
continuation method gives C2 = - 28r in the limit whereas 
cos (21T[X - C! t]) and cos (41T[X - C2 t]) have small-ampli­
tude phase speeds of - 4r and - 16r, respectively. 
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TABLE II. Numerical solutions of the residual equations, obtained through the "continuation"method, are compared with zeroth-order Fourier perturba-
tion theory (linear sine waves) and Gaussian perturbation theory (two solitary waves). The percentages are the relative errors. The wavenumbers kJ and k2 for 
the numerical and solitary wave calculations are both equal to I; k2 = 2 for the Fourier series approximation. The variable c2 mod ( = [c I + c2]12) is the second 
phase speed after a modular transformation via the generator matrix A 2• This transformation leaves C 1 and kl unchanged, but it alters k2 from 1 to 2. 

TJJ T22 C, C2 C2
mod 

C, error C2 error 

0.8 1.6 313.16 - 402.08 - 44.46 
(Gaussian) 313.15 - 402.06 9.E-6 6.E-5 
(Fourier) 39.48 - 157.92 893.23% 71.84% 

1.2 2.4 73.30 - 342.29 - 134.49 
(Gaussian) 73.31 - 341.68 0.02% 0.18% 
(Fourier) 39.48 - 157.91 205.67% 14.83% 

1.6 3.2 4.17 - 308.46 - 152.14 
(Gaussian) 4.27 - 305.72 2.42% 0.89% 
(Fourier) 39.48 - 157.91 89.44% 3.65% 

2.0 4.0 21.14 - 291.40 - 156.27 
(Gaussian) 20.61 - 285.52 2.53% 2.02% 
(Fourier) 39.48 - 157.91 46.45% 1.04% 

2.4 4.8 31.49 - 283.25 - 157.37 
(Gaussian) 29.61 - 274.83 5.97% 2.97% 
(Fourier) 39.48 - 157.91 20.25% 0.35% 

2.8 5.6 35.94 - 279.48 - 157.71 
(Gaussian) 31.11 - 270.65 13.44% 3.16% 
(Fourier) 39.48 - 157.91 8.97% 0.13% 

3.2 6.4 37.90 - 277.76 - 157.83 
(Gaussian) 27.75 - 272.01 26.76% 2.07% 
(Fourier) 39.48 

Agreement comes only after making a modular transforma­
tion that converts the theta function representation from one 
with k2 = 1 to k2 = 2, which is the actual wavenumber of 
one of the two dominant components of this mode in this 
limit of It;; I~oo. 

It is useful to see explicitly how a mode can thus diguise 
itself. The lowest four terms of the Fourier series of the theta 
function are (in any representation) 

() = 1 + e- T" COS(21TX) + e- T" COS(21TY) 

+ e - T" - T" - 2T" COS(21T[X + Y]), (6.1) 

where 

X = k!(x - c! t), Y = k 2(x - c2 t). (6.2) 

The author's companion paper on perturbation theory! 
shows how to evaluate the phase speeds and T12 in the "phys­
ical" representation [1,2t; the results are compared against 
c! and C2

m
o<! in Table II. It is also possible, although one 

would never want to do it except to make a point, to calculate 
perturbatively in the "unphysical" [1, I] representation as 
done in Appendix A of that same paper where it is shown 
that 

c! = -4~, 

C2 = - 28~, 

T12 = - Tll + log(3), 

(6.3) 

(6.4) 

(6.5) 

for T! p T22> 1. Note tht C2 in (6.4) is the limit of the numeri­
cal calculations in Table II for the column labeled "c2." 

In the physical representation [1,2t, TJ2 = log(3) and 
the Fourier series (6.1) is well approximated by the sum of 
the first three terms. In the "unphysical" [1,1] representa­
tion, however, (6.5) shows that the fourth term in (6.1), pro­
portional to cos (21T[X + Y]) is larger than the third by a 
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- 157.91 4.01% 0.05% 

factor o (eT,,). Discarding cos (21TY) and taking the double 
logarithmic derivative gives, using (6.1)-(6.5), the 
Korteweg-de Vries solution 

u(x,t) 

== - 48~(e- T" cos [21T!X - ( - 4~)t J] 
+ ~ e- T" + T"cos[21T{2x - ( - 4~ - 28~) t lJ). 

(6.6) 

The second term in (6.6) travels at a phase velocity of 
- 16~; it is just the expected second harmonic with k2 = 2. 
In the [1,1] representation, this term appears in disguise as 
COS(21T[X + Y]) [as opposed to cos (21TY) in the physical 
[1,2t representation], but this disguise cannot change its 
physical nature. 

In the limit of small amplitude, the N = 2 Fourier series 
for u(x,t) is always dominated by just two terms, but the 
terms wear different disguises in different representations. 
The second harmonic is cos (21T[X + Y]) in the [1,1] repre­
sentation, cos (21TY) in the [1,2t, cos (21T[ - X + Y]) in the 
[1,3], and so on. 

The moral of the story is that while one can legitimately 
solve the dispersion relation using any of the infinite number 
of disguises for a mode which are allowed by the special 
modular transformation, there is in general only one repre­
sentation for which the c! and c2 are the actual rates at which 
components of the 2-polycnoidal wave are traveling. Identi­
fying this "natural" or "physical" representation is clearly 
an important issue and is therefore the theme of the next 
section. Table II also shows that the! 1,1 J and [1,2] modes 
are indeed the same, but the equivalence of these two differ­
ent disguises of the gravest mode of the 2-polycnoidal wave is 
obvious only through the modular transformation. 
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VII. THE CANONICAL OR "PHYSICAL" 
REPRESENTATION 

Because of the freedom provided by the special modular 
transform, each N-polycnoidal wave for N~2 can wear a 
countable infinity of diguises. It follows that a major issue is 
to identify what representation, i.e., what set of wavenum­
bers k! and k2' give the "physical" representation in which 
the wavenumbers and phase speeds directly describe the 
wave. 

We will assert, and then demonstrate below, that the 
following descriptions of the "physical" or canonical repre­
sentation are equivalent. 

(i) It is the representation in which the phase speeds c! 
and C2 give the actual average rates of travel of the solitons or 
sine waves. 

(ii) It is the representation which the perturbation series 
of Boyd! calculate in, i.e., the perturbation methods auto­
matically give phase speeds which are the true average rates 
at which the wave crests move. 

(iii) It is the representation in which (small amplitude) 
the off-diagonal matrix elements tij (i i= j) are very small in 
absolute value in comparison to the diagonal elements tii or 
equivalently (large amplitude) the off-diagonal elements Rij 

are small in comparison to the diagonal elements of the in­
verse theta matrix R ii . 

The first description is simply a definition of what we 
mean by a "physical" representation. For sufficiently large 
or small amplitude, the N-polycnoidal wave reduces to the 
usual N-soliton solution or to a sum of N sine waves, so this 
definition of a canonical representation is always unambigu­
ous if we are sufficiently close to one or the other of these 
limiting cases. 

The second description is an obvious consequence of 
the first because the zeroth-order solutions of the perturba­
tion theory are the limits of infinitely large or small ampli­
tude. Thus, the wavenumbers that appear in the zeroth-or­
der solution always count the number of solitons on the 
interval or are the actual wavenumbers of the sine waves, 
and this is not changed by adding the higher-order correc­
tions. 

The third description is consequence of the following 
theorem proved in Rauch and Farkas.5 

Theorem: When the theta matrix is diagonal, i.e., 
t;j = 0 if i i= j, then the N-dimensional theta function may be 
written as the product of N one-dimensional theta functions 

N 

e(~!'~2""~N;T) = II e(~!,tii)' (7.1) 
i=i 

The significance of the theorem is that since u(x,t) is 
proportional to the logarithm of the theta function, each 
term in the product in (7.1) will contribute additively to the 
solution of the Korteweg-de Vries equation: 

N d2 
u(x,t) = 12 " -In e (t-. t .. ) "'--d 2 ~l'"· 

;=! X 
(7.2) 

This is precisely the situation which occurs in the limits of 
very large or very small amplitude: the N-polycnoidal wave 
reduces to a sum of N solitons or sine waves each with its own 
wavenumber, phase speed, and amplitude. Equation (7.2) 
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and definition (iii) of the "physical" representation are also 
consistent with the perturbation theory of Boyd 1: in the limit 
that the diagonal theta matrix elements (or inverse theta ma­
trix elements) become very large, the off-diagonal elements, 
which have finite zeroth-order values, necessarily become 
small relative to the diagonal elements. Thus, both the limit­
ing behavior of the N-polycnoidal wave together with (7.2) 
and the perturbation theory show that (iii) is true in the phys­
ical representation at least for sufficiently large or small di­
agonal theta matrix elements. 

Strictly speaking, of course, no theta matrix for a 
Korteweg-de Vries solution is ever exactly diagonal; as 
shown in Appendix B of Ref. 1, the off-diagonal theta matrix 
elements are responsible for the phase shifts that occur 
whenever solitons collide. Still, the basic argument is cor­
rect, and it can be reversed to justify definition (ii) from (iii). 
The implicit assumption of the perturbation series of Boyd! 
is that the order of magnitude of different terms in the series 
can be determined solely from the diagonal theta matrix ele­
ments, which is sensible only if the off-diagonal theta matrix 
elements are small in comparison as required by (iii). Appen­
dix A of the companion paper! on perturbation theory is able 
to calculate perturbation series in an "unphysical" represen­
tation only by assuming the diagonal and off-diagonal ma­
trix elements are of the same magnitude. Although no rigor­
ous proof will be given, the fact that the elements of the 
special modular transformation are always integers strongly 
suggest that such a transformation will invariably destroy 
the smallness ofthe off-diagonal theta matrix elements rela­
tive to the diagonal elements at it does in (6.5) so that this 
smallness is a unique property of the physical representation. 

The only flaw with these three equivalent descriptions 
of the "physical" representation is that they are all in some 
way tied to the limiting cases of extremes of amplitUde or 
equivalently, of diagonal theta matrix element size. What 
does one do for intermediate amplitude? 

The mathematical response is to use analytic continu­
ation in the parameters: If a given intermediate amplitude 
solution is the smooth continuation as the parameters are 
slowly varied of an infinitesimally small amplitude solution 
whose physical representation is [1 ,2t, then this same de­
scription is the physical representation of the intermediate 
amplitude solution, too. Since there is no ambiguity in the 
limit, there is no ambiguity in this extended definition either 
as long as the solution branches are continuous with either 
infinitesimal or infinite amplitUde. Note that we use a super­
script "P" to denote that the physical representation of a 
mode is meant, and not one of the infinite number of other 
representations allowed by the special modular transforma­
tion. 

There is a remaining physical ambiguity in that Table II 
shows that the [1 ,2t and [1,1 J P representations both de­
scribe the same continuous mode: For intermediate ampli­
tude, is it better to describe the polycnoidal wave as a sum of 
sine waves or of solitons? The answer is given in Ref. 2: For 
intermediate values of amplitude or of theta matrix ele­
ments, both descriptions, as solitons and as sine waves, are 
qualitatively and even quantitatively correct, and which is 
better is a matter of individual preference. 
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VIII. SUMMARY 

Mathematicians have known for at least half a century 
that the theta functions could be expressed in an infinite 
number of ways via the so-called "modular transformation." 
The general modular transformation, however, usually gives 
complex results even though only real values of the space 
and time variables x and t are relevant to the theory of the 
Korteweg-de Vries equation. For the ordinary cnoidal 
wave, which was discovered eighty years ago, the only non­
complex modular transformation is that single transforma­
tion which can alternatively be obtained by taking the Pois­
son sum of the Fourier series of the theta function. Boyd 2 has 
already discussed the usefulness of this Poisson sum. 

It is shown in this paper, however, that for the N-poly­
cnoidal wave with N~ 2, where N is the number of arguments 
of the theta function, there exists a subgroup of the general 
transformation which does yield nontrivial real results. This 
subgroup is labeled the "special" modular transformation 
and is defined to specifically exclude the Poisson sum, which 
also gives real-valued results but multiplies the theta func­
tion by a Gaussian factor. Only the "special"modular trans­
formation and the Poisson sum are useful in the physics of 
the Korteweg-de Vries equation. 

By specializing the rules for the general transformation 
h F k 5 h t fth" . I" given in Rauc and ar as, t e genera ors 0 e speCIa 

modular transformation are explicitly constructed for arbi­
trary N. The two generators and their inverses for N = 2 are 
given in Table I above, which also shows the effects of the 
transformation on the phase speeds and wavenumbers which 
appear in the "phase" variable that are the arguments of the 
theta functions. 

Since the "special" modular transformation allows 
each polycnoidal wave to be expressed in an infinite number 
of ways, a "physical" representation is defined to be that in 
which the wavenumbers and phase speeds of the theta func­
tion match those of the peaks and troughs ofthe actual wave. 
Since different polycnoidal waves are obtained for different 
(physical) wavenumbers, it is helpful to introduce the nota­
tion of writing the wavenumbers in [ ] (when e is represented 
by a Fourier series) or [ } (Gaussian series) and adding a 
superscript P when the physical representation is meant .. 

The importance of the special modular transformation 
in physical applications of the Korteweg-de Vries equations 
and its cousins is twofold. 

First, it shows that the implicit dispersion relation of 
Boyd I for the phase speeds of the polycnoidal wave has an 
infinite number of solution branches for a given set of param­
eters (including a fixed set of wavenumbers) even though 
there is only a single branch for which the wavenumbers are 
those of the wave's physical representation. Perturbation 
theory and the "continuation" method are offered as useful 
ways of computing the physical branch rather than one of 
the infinite number of other real solutions permitted by the 
mathematics. 

Second, the branch which is the sum of a simple linear 
sine wave and its second harmonic, [l,2t in the notation 
introduced here, is the sum of one tall solitary wave and one 
shorter solitary wave on each periodicity interval in the op­
posite limit ofiarge wave amplitude. This solitary wave limit 
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is written {I, I} P; a large amplitude polycnoidal wave for 
which the wavenumbers kJ = 1 and k2 = 2 are the physical 
ones is a solution with three solitary waves on each periodic­
ity interval-two of one height and one of a different size. 
Thus, 

(8.1) 

in the sense that this single branch must be expressed using a 
different set of wave numbers in different amplitude limits if 
the phase speeds that appear in its theta function are to 
match those of the actual troughs and crests of the wave. 

The special modular transformation is thus essential to 
understanding the polycnoidal wave because it allows us to 
change wavenumbers and phase speeds at will so that for any 
amplitude, we can make the mathematics reflect the physics. 
Numerically solving the residual equations for fixed wave­
numbers, for example, k I = I and k2 = 2, will always give us 
phase speeds to insert into the theta functions. When we 
have passed from sma:ll wave amplitUde to large, however, 
the phase speeds of the theta functions have only mathemat­
ical significance, and differ radically from the actual rates at 
which the two solitary waves of the branch indicated in (8.1) 
are traveling, unless we use the special modular transforma­
tion to alter the second wavenumber to k2 = I. 

For the Korteweg-de Vries equation and many other 
soliton equations which are real valued, the special modular 
transformation (and the Poisson sum discussed in Refs. 1 
and 2) are the whole story. Other soliton equations like the 
cubic Schrodinger equation, however, are intrinsically com­
plex. It is no longer obvious that we should reject the com­
plex-valued transformations which belong to the general 
modular group but not to the special subgroup defined and 
constructed here. Future work should explore the physical 
significance of the general modular transformation for .the 
cubic Schrodinger equation and its complex-valued COUSInS. 

Note added in proof H. Segur and A. Finkel (unpub­
lished preprint) have applied two-dimensional theta func­
tions and the modular transformation to the Kadomtsev­
Petviashvili equation (two space dimensions but only a single 
phase speed). Their concept of a "basic" theta matrix is an 
attempt to remove the ambiguity allowed by the modular 
transformation; in the limits oflarge and small amplitude, at 
least their "basic" matrix is that of the "physical" represen­
tatio~ defined here. An earlier work on this same equation 
(with H. Philander) is "Nonlinear Phenomena" in Le.cture 
Notes in Physics, No. 189, edited by K. B. Wolf (Spnnger­
Verlag, Berlin, 1983). 
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the generators of the general symplectic modular group for N = 1, 
Sp( I ,Z). This group of 2 X 2 matrices therefore has a double role in theta 
function theory: (i) for N = I, to give the general transformation of the real 
and imaginary parts (X, ,xim ) of the single complex variable 
X = X, + i Xim and (ii) for N = 2, to construct the special modular trans­
formaton of the real parts only of two complex variables (X, Y). [Onlyappli­
cation (ii) is physically interesting.] Books on ordinary elliptic function the­
ory such as Rauch and Lebowitz8 usually take T = A2 and S = A, -, A2A, 
as the generators, but the same group is generated by (4.1) and (4.2). 

8H. E. Rauch and A. Lebowitz, Elliptic Functions, Theta Functions and 
Riemann Surfaces (Williams and Wilkins, Baltimore, MD, 1973). 

9G. R. Flier!, V. D. Larichev, J. C. McWilliams, and G. M. Reznik, Dyn. 
Atmos. Oceans 5, 1-41 (1980). 
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A new class of classical field theories, in 1 + 1 dimensions, is introduced, of the form 
iyPlJI,I' - mlJl- lPyP(gl + g2r)lJIyl' IJI- IP (g3 + g4r)1JI1JI = O. It is shown that these theories are 
relativistically invariant; they do not, however, preserve parity in general, and thus could be used 
to describe the dynamics of weak interaction processes. The prolongation structure method is 
used to investigate the existence of pseudopotentials. When the coupling constants g3 and g4 are 
zero, the corresponding theory is then characterized by an infinite family of conservation laws and 
is thus completely integrable. For this very case, the Backlund map (pseudopotential) furnishes 
the equivalent of a Lax pair of operators as well as a nontrivial Backlund transformation and 
solutions of soliton type. 

PACS numbers: 02.30.Jr, 03.50.Kk 

I. INTRODUCTION 

Since a decade or so, nonlinear systems (of partial differ­
ential equations) brought a new interest in the physics com­
munity. Indeed, such systems present new kinds of solu­
tions, e.g., solitons, which behave in a radically different 
manner than solutions oflinear systems. These objects have 
direct physical interpretations in many different contexts. 
One may consider, for instance, the importance of the soliton 
solutions of the well-known sine-Gordon equation in regard 
of the dynamical behavior of ultrashort laser pulses, those of 
the nonlinear cubic Schr6dinger equation in nonlinear op­
tics, or the role played in hydrodynamics by the Korteweg­
de Vries, Kadomtsev-Petviashvili, and Benjamin-Ono 
equations. 

The purpose of this article is to propose and study a 
model of classical field theory, defined in 1 + 1 space-time 
dimensions, generalizing the classical massive Thirring 
model. I Like the Thirring model, the proposed one repre­
sents the self-interaction of a spinor particle. The require­
ments of parity and time-reversal invariance are dropped (a 
quantized version of it could therefore be used to describe a 
weak self-interaction), hence the self-interaction can have a 
more general form [see (2.1) below]. 

The Thirring model was initially proposed in 1958 and 
its original interest was in that it provided a solvable model 
of a nonlinear quantum field theory. The basic equations of 
the classical version of that model are 

iyl'IJI,I' - m IJI - glPyl'lJIy I' IJI = 0, 

where 

yO=YO= [~ ~], yl = -YI = [~1 ~], 
[-1 0] r = - Y5 = yOyl = 0 l' 

(Ll) 

and IP = IJItyO, IJI,I' = alJl laxl' , The quantum theory built 
around this equation raised many polemics in its early his­
tory and revealed itself to be somewhat tricky,2 It was later 
shown that (1.1) possesses soliton solutions which can be 
constructed, for example, from the soliton solutions of the 
sine-Gordon equation via so-called Coleman's correspon-

dences. 3
,4 Considered in a purely classical scheme, the model 

also accepts solitons as solutions and a particularly nice way 
to obtain them is by using the prolongation method devised 
by Wahlquist and Estabrook. 5,6 It is known that their proce­
dure is quite rich in content.7

-
9 Indeed its central result, 

Backlund maps (or, equivalently, pseudopotentials) may 
yield several secondary results such as conservation laws, 
solitons, and linear equations that can be used as a starting 
point for an inverse scattering transform problem. 

The outline of the present article is as follows. In Sec. II, 
we introduce a general model and establish its Poincare in­
variance. In Sec. III, we literally apply the prolongation 
method. To this end, it is convenient to replace the differen­
tial system by an equivalent Pfaffian system of two-forms, 
We then reset the integrability conditions into a set of com­
mutation relations on operators lying in a Lie algebra which 
we shall choose to be sl (2,C). To each solution of that set 
corresponds a Backlund map and the family of these will 
provide us with a classification of submodels with respect to 
subalgebras ofsl (2,C). When the whole algebra is involved, 
we observe that the Backlund map contains a free parameter 
which proves to be important since it characterizes the very 
case for which the most interesting results are obtained, The 
search for Backlund transformations is the object of Sec. IV 
and there again it is seen that the free parameter is essential 
in order to obtain a nontrivial transformation. In Sec. V, we 
shall find solutions of soliton type for the nontrivial case with 
the help of the Backlund transformation found in the preced­
ing section. Finally, Sec. VI will be devoted to conclusions; 
we shall give a summary as well as an outlook on certain as 
yet unanswered questions directly related to the subject of 
this article. 

II. A GENERALIZED THIRRING MODEL 

Let us begin by introducing some of the basic notation 
that we shall use throughout our investigation. The space of 
independent variables will be the usual Minkowski's mani­
fold M with local coordinate functions 1 X O = t, Xl = x I or 
125 = t + x, 21] = t - x I, and metric tensor 
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g= [~ ~ J 
We define a field 1/1 with components tPI' tPz as a M-C? map­
ping. Notice that the components can also be thought of as 
local coordinate functions on a manifold N (the space of de­
pendent variables), and we may thus define the first jet bun­
dle J I (M,N ) with local coordinate functions 
IxI";tPo tPj,l' = atP;laxl"}. We shall follow Einstein's summa­
tion convention on repeated indices. Finally, all constants 
will be considered real unless they are explicitly defined as 
complex quantities. 

Examining (1.1), we notice that it is characterized by a 
nonlinear part made of a single trilinear form in the fields: 
certainly, this is not exhaustive. We shall therefore genera­
lize the system by implementing (1.1) with a more general 
linear combination of trilinear forms. The most general one 
is easily seen to take the form 

iY'1/I,1' __ ml/l- WY'(g1 + gzr)l/Irl' 1/1 
- 1/I1g3 + g4r) 1/11/1 = 0 (2.1) 

or, in component form, 

itPz,s - mtPI - boitPI1
2

tP2 - cotlli¢z = 0, 

itPI'T/ - mtPz - blltPzlztPl - CltfztPl = 0, 

where 

bo =2(gI-g2)+CI, CO =g3-g4' 

bl = 2(g1 + g2) + Co, CI = g3 + g4' 

Here, ¢j stands for the complex conjugate of tPj. 

(2.2) 

Remark: As will be seen later on, the sole subsystem of 
(2.1) that will yield nontrivial results is the one for which 
g3 = g4 = 0, i.e., when we restrict ourselves to current-pseu­
docurrent types of interactions. It might therefore be more 
appropriate to refer to this very subsystem as the "extended 
Thirring model." 

Lie symmetries of the system (2.1) can be found quite 
easily. Let us first rewrite this system in the form 

irl'l/I,l' - m 1/1 = DI/I = I( 1/1), 

and introduce an infinitesimal Lie vector field 

(2.3) 

where the aWs are real functions and C a possibly complex 
function. As it is well known, the symmetries of (2.1) are 
obtained by requiring that the following Frechet derivative 
vanishes identically: 

D '(I/I)[X] = O. (2.4) 

Using (2.3) and subtracting a termXDI/I = XI( 1/1), (2.4) can be 
rewritten as the commutator relation 

[D,xJ =/(XI/I)-XI(I/I). 

Replacing D andlby their explicit expressions, this is then 
easily solved for X. We find 

X = (Ux + dl)a, + (Ut + a1)ax + (iw - Ar) 

= AM + dlPo + alPI + wE, 

whereA,dl,al,w are real parameters. It is then clear that (2.1) 
is invariant under a group P (l,l)X U(l), where P (1,1) is the 
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usual two-dimensional Poincare group. 
Now, as fas as discrete symmetries are concerned, it is 

also clear that (2.1) has generally none save the trivial one. 
However, if we set g2 = g4 = 0 or g I = g3 = 0, the resulting 
subsystems are invariant under parity inversion and time 
reversal, respectively. 

III. THE PROLONGATION STRUCTURE AND 
EXISTENCE OF PSEUDOPOTENTIALS 

Let us return to Eq. (2.2) and their complex conjugates. 
These form a set offour equations which defines a differen­
tial system Z CJ I(M,e2), where J I(M,e2) is described with 

coordinate functions {xl';tPj' ¢j, tPj ,I" ¢j.1' }, with domain M, 
range e Z

, and order one. In other words, it is the zero set of 
the ideal Iz offunctions on J I(M,e2) generated by 

FI = itP2,s - mtPI - boitPI1
2

tP2 - COtlli¢2' 

F2 = itPI,T/ - mtP2 - bl ltP21
2
tPI - Cltfz¢I' 

F3 = i¢2,s + m¢1 + boltPl1
2
¢2 + COlJ1itP2' 

F4 = i¢I,T/ + m¢2 + bl ltP212¢1 + cJil;.tPI· 

(3.1) 

Moreover we notice that Z is a quasilinear-type nonlinear 
differential system. This is enough to ensure that Z can be 
replaced by an exterior differential (Pfaffian) system / z on 
J O(M,e2) - M X e 2 which has exactly the same solution space 
as that of Z. It is found that / z is the closed (differential) ideal 
on JO(M,e2

) generated by 

WI = i dtP1I\dt + (mtP2 + b l ltP21 2tPI + c1tfz¢ddt I\d7], 

w
2 

= i dtP2l\d7] - (mtPI + boitPI1 2tP2 + cotlli¢z)dt I\d7], 

w3 
= i d¢ll\dt - (m¢2 + bl ltP212¢1 + cliflitPddt I\d7], 

w
4 

= i d¢21\ d7] + (m¢1 + bol tP112¢2 + colJ1i tP2)dt 1\ d7], 

d V = dtPj I\dxv - tPj,l'dxl' I\dx\ 

(j'v = d¢j 1\ dxv -¢j,1' dxl' 1\ dxv. 

Thus anY/El' (M,e2) (i.e., the set of all UCM_e2mappings) 
is a solution of Z iff (i/)* / z = O. Let us now apply the meth­
od of Wahlquist and Estabrook. First, we have to choose a 
closed proper subideal / ;; C / z. We may select the one gen­
erated by {d} i which, clearly, satisfies those requirements. 
Our interest is to construct a Backlund map (not to be con­
fused with a Backlund transformation as it will be defined in 
the next section lO

) for the system Z defined by (3.1). To this 
end, we introduce a mapping X:J I (M,e2) X C-J I (M,C) 
preserving the local charts on M and C, and having the 
(partial) local representation 

yA,1' = X A,I' (tPO¢OtPi,v'¢i.v; y» j, 
where l.;;;A,B';;;n and p,v = 0,1. For reasons of simplicity, 
we shall assume no explicit dependence on the independent 

variables I xl') nor on { y»}. In order to completely deter­
mine X, we must now ensure that its integrability conditions 
are equivalent to the initial equation (2.2). This will actually 
be so if 

X * dfJ I(M,en)C/(fJ 2(x)), 

where 
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and 

l(n 2(x)) = {..t7Ji t\mila/Efl2(x) and 7Ji is any formJ, 

n Z(x ) = n 2(M,C2) + n I(M,C), 

nk(M,N) = {OEA I(Jk(M,N))I(/f)*O=O). 

For the sake of a compact notation, notice that we made the 
following identifications: 

x-iG*X, n I(M,C)-iG*X *n I(M,Cn
), 

nZ(M,CZ)_SI*nZ(M,CZ), 

where SI:JI(M,CZ)XC_JI(M,CZ) is the canonical projec­
tion on the first factor, and 

iG:JZ(M,CZ)XC_JI(M,Cz)XC:I/;J,p)t---+I/J,p). 

But how does (3.2) translate in local terms? Let n I(M,C) 
have the basis {OA=dy4-y4'l"dxI"II<A<n). Writing 

X *OA=dy4-x A dxl" and dX*OA= -d',A t\dxl" ~ A ~ , 
(3.2) is then equivalent to the strict requirement that, for any 
A, - dXA'1" t\dxl" should be a linear combination of the 
Imi)1 and of the Ix *0 A ) (under exterior differentiation): 

dXA t\ dxl" + HAu/ ,1" I 

+ (K A Bcdjll + M A CI" dxl") t\ (dyC - XC,ydxY) = 0, 

where the { H/, K ABC' M A CI") are functions. We expand 
this explicitly and, using the linear independence between 
the basis forms, we show that it is equivalent to the following 
requirements: 

y4'5 = ~'5(tPI'¢I;yB), y4,'7 = ~''7(tP2,¢z;yB), (3.3) 
and 

[x'5'X,'7] = - ix'5¢t!m tPz + bl ltP21
z
tPi + CltlS¢l) 

+ iX,'7¢z(mtPl + boltPll
z

tP2 + CO!/li¢2) 

+ iX5¢1 (m¢z + bl ltP2l
z
¢1 + cJis¢l) 

- ix''7¢z(m¢1 + boltPllz¢z + colilitPz), (3.4) 

where X = X A a /ay4. Can we integrate this? Using (3.3) and 
computing the successive partial derivatives of (3.4) with re­
spect to the dependent variables tPi>¢i' we obtain the follow­
ing results: 

a 2 ~ ~ 

ap aq [X,5¢'¢' ,X,'7¢,¢,] = 0, (3.5) 

where (P,q)EI tPI,¢tl X I ¢z,¢z). We shall now make the fol­
Ipwing simplifying assumption: let us demand that X'5 and 
X,'7 lie in the Lie algebra sl (2,C). Considering sl (2,C) as a 
three-dimensional complex Lie algebra, we know that 
[XI' Xz] = ° implies either that (a) one or both oftheX;'s are 
zero, or that (b) one of the X;'s is proportional to the other. 
Using this fact with (3.5), and 13.4) aga)n, we deduce that the 
most general expressions for X,5 and X, '7 are 
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x'5 = Po + ¢)\ + ¢IPZ + !/liP3 + 1¢ll zP4 

+ lilips + 1¢ll
z
tPi6 + ItPll

z
¢i7' 

x,'7 = Qo + ¢zQ) + ¢zQz + tlSQ3 + ItPzI2Q4 

+ ?Ii Qs + I tPZI ztPZQ6 + I tPZI z¢2Q7' 
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(3.6) 

where Pi = P/ tyB )a/ ay4 and Qi = Q/ tyB )a/ ay4. 
Remark: It should be noticed, at this point, that the 

method of Wahlquist and Estabrook yields, in general, infi­
nite-dimensional Lie algebras. Here we imposed a quite 
~rastlc closure condition by demanding that 
X,5' X.'7 E sl (2,C). Naturally this will imply that the prolon­
gation structure may not be as rich as it could be. Yet, inter­
esting results will still follow. 

Our next step is to substitute (3.6) into (3.4). Doing this 
and using the linear independence of the different powers 
¢) Q¢I b tP2c¢/, (3.4) resumes itself to a set of 64 commutation 
relations to be solved for the P;'s and Q;,s. This set can be 
reduc~d if we !llake the following further reasonable assump­
tion: Qi = UiPi,UiEC\ 10) [this is motivated by the similari­
ties in (3.6)]. We thus obtain 

[PO'pI] = - imP)/u) = - imu)P)/uo' 

[Pa,P2] = imP2/u2 = imu2P2/ua, 

[P),P2] = im(l + ( 4)P4/U2 = im(l + ( 4)P4/U I , 

[P],P4] = - ibiJu4 + 2imu~~u4 
- ibaP] + 2imP~uI' 

[PI'ps] = ici2/U3 + imui7/uS 

= iCaU2P2/U] + imP7/u], 

[P2'p3] = - iC]PJu3 - imu~~u3 

- iCoui)/u2 - imP~uz' 
[P2'p4] = ibiz/u4 - 2imu7P7/u4 

= ibaPz - 2imP7/uZ' 

[P3'p4] = 2i(cOu 3 - bIlP3/U4 = 2i(c) - bO( 3 )P3/U3, 

[P3,Ps] = i(cOu4 + c])P4/US = i(cOu4 + c])P4/U3, 

[P4,PS ] = 2i(c] - bous)Ps/us = 2i(cous - b l )PS/U4, 

[P4'p6] = ibaP6 = ibi~U4' 
[P4'p7] = - ibaP7 = - ibi7/U4' 

[PO'p3] 

(3.7) 

= [PO'p4] = [Po,Ps] == [PO'P6] = [PO'p7] = [P),P3] 

= [P),P6] = [PI'p7] = [Pz,Ps] = [PZ,P6] = [P2'p7] 

= [P3'p6] = [P3'p7] = [PS'p6] = [PS'p7] = [P6'p7] 

=0, 
m(l - ( 3)P3 = m(l - us)Ps = 0, 

CaP6 = Ci6 = CaP7 = CIP7 = 0. 
We solve this in the following sense. It is not guaranteed 

a priori that Z will possess a Backlund map other than the 
trivial one. Therefore we shall classify all subsystems of Z 
(defined through restrictions on I bOc i j) for which there ex­
ists a Backlund map. In order to do that, the algorithm to use 
is as follows. First, consider Po: it can be either zero or differ­
ent from zero; both of these alternatives will reduce (3.7) into 
smaller sets of commutation relations, each with additional 
constraints on the Ui 's, Pi'S, bi 's, Ci 's (we assume further that 
m#O). We repeat these considerations with PI' Pz, and so 
forth, up to the point where all of the Pi'S will be completely 
determined within the algebra. The result is six classes of 
subsystems Zi CZ, up to complex conjugations and various 
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affine transformations on the {yA }. For a deeper classifica­
tion, we also used the fact that an arbitrary element of sl (2,q 
is a conjugate, under SL (2,q, of either T2 or aTo. Here, we 
chose {To, TI, T2} as the basis of the algebra sl (2,q, with the 
following defining commutation relations: 

[To,Td = iTI' 

[To,T2] = - iT2' 

[TI,T2] = 2iTo· 
We now list representatives from these classes with their 
corresponding field equations, where 

a,8 j EC, €,OEC,\{Oj, 8E{0,1j, TE{T2,aTo); 

X.s =0, 

X.'1 =0, 

itP2.s = mtPl + (2g1 - 2g2 +g3 +g4)ltPI1 2tP2 

+ (g3 - g4)1/li ¢2' (3.8a) 

itPI.'1 = mtP2 + (2g1 + 2g2 + g3 - g4)ltP21 2tPl 

+ (g3 +g4)tfz¢l; 

X.s = (8 + ItPI12)T, 

x.'1 = (8 - ItP212)T, 

itP2.s = mtPl + (2g1 - 2g2 + g3)ltP112tP2 + g31/li ¢2' (3.8b) 

itPI.'1 = mtP2 + (2g1 + 2g2 + g3)ltP21 2tPl + g3tfz¢l; 

x's = (811/li + 821fi)T, 

x.'1 = (81tfz + 82/ili )T, (3.8c) 

itP2.s = mtPl + (g3 + g4)ltP112tP2 + (g3 - g4)1/li¢2' 

itPI.'1 = mtP2 + (g3 - g4) I tP212tPi + (g3 + g4)tfz ¢I; 

X.S = (1 + 81 1/li + €ltP112 + 821fi)T, 

x.'1 = (1 + 81 tfz - €ltP212 + 82/ili)T, (3.8d) 

itP2.s = mtPl + g31 tPI12tP2 + g31/li ¢2' 
itPI.'1 = mtP2 + g31tP21 2tPi + g3tfz¢l; 

X.s = 1/li TI - 4gzg41fi T2 + 4g21tP11 2To, 

x.'1 = tfz TI - 4gzg4/ili T2 - 4g21tP21 2TO' (3.8e) 

itP2,s = mtPl + (g3 +g4 - 2g2)ltP11 2tP2 + (g3 -g4)1/li¢2' 

itPI,'1 = mtP2 + (g3 - g4 + 2g2) I tP2 I 2tPi + (g3 + g4)tfz¢l; 
A 2 -
X,s = [2(gl - g2)ltPII - mlu] To + tPITI - 2mg1lu·tPI T2' 

A 2 -
X,'1 = [2(gl + g2)ltP21 - mu] To + utP2T I + 2mgltP2T2' 

itP2,s = mtPl + 2(g1 - g2)ltPI1 2tP2' (3.8f) 

itPI,'1 = mtP2 + 2(g1 + g2)ltP212tPl' 

~s = [! i[mlu - 2(gl -=g2JltPI1 2] 
- ;,j2mg1tPl/u 

~'1 = [! i[mu - ~(gl + ~2)ltP212] 
-1~2mgltP2 
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We thus have specified all the Biicklund maps with their 
corresponding subsystems Zj Cz. Here, we shall restrict 
ourselves to Y as being one or two dimensional. With respect 
to this, consider the following realizations of sl (2,q: 

T.. d T 2d T_d. 
o = zy dy' 1 = Y dy' 2 - dy' 

To = _..l i(YI ~ - Y2 ~), 
2 aYI aY2 

T 
. a 

1= -ZY2-' 
aYI 

T 
. a 

2= -ZYI-' 
aY2 

Also consider the corresponding forms for the Biicklund 
maps: 

d d 
X,s = Y,s dy' X,'1 = Y,'1 dy' 

A a a A a a 
X,s =YI,s-a + Y2,s-a ' X.'1 =YI,'1-a + Y2''1-a . 

YI Y2 YI Y2 
Explicitly, (3.8) gives the following one- and two-dimension­
al maps (3.9) and (3.10), respectively. For the two-dimension­
al ones, we use Y = [~;]: 

Y,s = 0, y,'1 = 0, (3.9a) 

Y.s = (8 + ItPI12)V, Y,'1 = (8 -ltP212)V, (3.9b) 

Y,s = (8 11/li + 821fi lv, Y,'1 = (8 1tfz + 82 /ili )v, (3.9c) 

Y,s = (1 + 811/li + €ltP112 + 821fi)v, 

y,'1 = (1 + 8 1tfz - €ltP212 + 82/ili)v, (3.9d) 
.,,2 2 • 2 2 :],2 Y,s = 'flY + 4zg ItPII y - 4gzg4'f1' 

Y,'1 = tfzy2 - 4ig21tP21 2y - 4gzg4 /ili, (3.ge) 

Y.s = tPIY2 - i[mlu - 2(gl - g2)ltPI1 2]y + 2mg1lu'¢I' 

Y,'1 = UtPzY2 - i[mu - 2(gl + g2)ltP21 2]y + 2mgl¢2' 
(3.9f) 

where vEl 1, ay); 

Y,s = 0, ~'1 = 0, (3. lOa) 

~s = (8 + ItPI12)Vy, ~'1 = (8 - ItP212)vy, (3. lOb) 

~s = (8 1 1/li + 821fi)VY, Y,'1 = (8 1 tfz + 82/ili)VY, 
(3.lOc) 

(3.lOd) 

(3. We) 

- itfz ] 
2 Y, 

- 2ig2 I tP2 I 

(3.1Of) 
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where 

v = [0 0] or V = [ - !ia 0 ] 
- i 0 0 Fa . 

Before pursuing any further, let us make a few remarks. 
It should be noticed that Backlund maps may contain free 
parameters and these may not always be indicative of Lie 
symmetries of the initial differential system. In particular, it 
is so for the last case in our classification where the free 
parameter is (7. There, the relevant symmetry which causes 
the occurence of (7 is rather a symmetry of the prolongation 
structure, i.e., a symmetry of the ideal {} 2(x). 

Examining (3.9), we observe that the Backlund maps 
are all Riccati-type coupled systems, or restrictions of such 
systems; this is naturally a consequence of the choice of 
sl(2,q as a prolongation algebra. We also observe that for 
each Backlund map the corresponding one-form in {} '(M, q 
can be written as 

e = dy - y,,; ds - Y,T) d1J = dy - Wo - WJI- W2Yl. 

Since our basis for sl (2,q was chosen to be (d /dy, iyd /dy, 
y 2d I dy J, we readily see that any such one-form defines a 
SL(2,q connection of Cartan-Ehresmann type in the fiber 
bundleJ' (M,eZ

) X e with typical fiber C. Now the curvature 
forms (components) of these connections, namely 
{}o = dwo - wol\w" {}, = dw, + 2wo AWl' and 
{}2 = dWl - W, AWl' have the property to lie in the closed 
ideal generated by (wij i. This shows that our sub models 
Zi CZ, described by (3.8a), are indeed to be associated with 
the vanishing of SL (2,q-connections in J '(M,e l

) X c. 
As for (3.10), we note that the Backlund maps are de­

fined through two equations instead of one. However, they 
do present a nice feature in being linear in the fields. In parti­
cular, (3.1Of) has a non-negligible importance. As its integra­
bility conditions, by construction, yield Z6' it therefore gives 
us that pair oflinear systems which could serve as a basis for 
an inverse scattering transform type of problem, i.e., a Lax 
pair; in particular, it we setg2 = 0, this pair is exactly the one 
which Kuznetsov and Mikhailov used when they investigat­
ed the classical massive Thirring model with the inverse scat­
tering transform formalism. " 

We thus realize that the prolongation method is quite 
rich in content. In addition, it can provide us with conserva­
tion laws which might not appear evident from a superficial 
examination of Zi' as we shall soon see. Besides that, the 
Backlund transformations which they may furnish can also 
be very useful, in their turn, by inducing quite nontrivial 
solutions. 

Let us come back to (3.8) and (3.9). We shall examine 
them case by case (i.e., a to f) and interest ourselves with 
(pseudo-) conservation laws which may possibly be obtained 
from them. 

(a) Trivial case: arithmetic numbers are conserved. 
(b) If v = ay then apply a transformation ~ay. 

Now, [ax, a,lY = 0 implies that (ItPll z + ItPzll)" 
+ (ItP11 2 

- ItPzI 2),x = O. Hence we have a conserved density 
SR(ltP,lz+ltPzI2)dx=hlJltlJldx and a conserved flow 
SR(ltPll z -ltPzll)dt = sR IJItySlJI dt (provided, naturally, 
that these integrals converge to some finite values). 
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(c) Here, the conserved density is S R (¢lz - t/li)dx 
= S R IJI T yS IJI dx and the conserved flow is S R (t/li + ¢lz )dt 
= S R IJI TIJI dt. 

(d) In this case, the conserved quantities are those of (b) 
and (c). 

(e) Here, we get pseudoconserved quantities (though 
"disguised" conserved quantities would be a more appropri­
ate term). The pseudoconserved density and pseudocon­
served flow are 

fa ( 4igzIJI t lJIy - IJI T yS lJIyZ + 4gzg4 1J1 t yS IJI * j dx, 

fa! IJITlJly 2 - 4gzg4 lJ1 t lJl* - 4igzlJltySlJlyjdt. (3.11) 

(f) Similarly, the pseudoconserved quantities are 

fR (i[2g1(ltP212 -ltP,lz) 

+ 2gz(ltPzl 2 + ItP,IZ) + m((7 - (7-')]Y 

+ (tPl - (7tPz)Yz - 2mgi¢z - (7-1¢djdx, 

(3.12) 

fR ( - i[2g,!itPzI
2 + ItP112) 

- 2g2!itPzlz - ItPd Z
) + m((7 + (7-')]Y 

+ (tPl + (7tPz)Yz + 2mgi¢z + (7-1¢I)jdt. 

Naturally, (3.11) and (3.12) are not really true conserved 
quantities, according to the usual meaning. However, they 
do become so from the moment that the pseudopotentials 
"y's" are explicitly solved in terms of the fields. It is some­
times possible to generate true constants of the motion, in a 
local sense though, when the Backlund maps do involve a 
free parameter. This is so for the case (f), wheng, #0. To get 
those quantities, let us first modify the Backlund map by 

dividing (3.9f) by ~2mg ,A. -', A. Z = (7, and by applying a 

transformation )I1---+i~2mg,A. -'Yo The Backlund map then 
can be written 

Y.g = -i~2mglA. -'tPJlz-i(mA. -Z-2(g,-gz)ltP,1 2 ]y 

+ i~2mg,A. -'¢l' 

Y.T) = - i~2mg,A.tP2Yz - i[mA. Z - 2(g1 + gz)ltPzIZ]y 

+ i~2mglA.¢Z· 

(3.9f) 

Solving for yZ and eliminating ItP,1 2,ltPzI 2 with the field equa­
tions, we get 

iA. (tP2Y).g - iA. -'(tPlY).T) = ~2mgdtP,¢z - ¢,tPz)· (3.13) 

Assume then thaty is an analytic function of A. in some open 
set which contains A. = O. This allows us, by definition, to 
expandy in a power series with respect tOA.; in particular, we 
may choose this expansion to be 

(3.14) 

We substitute this into (3.13) and get 
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if {11. 2k + 2(tP2Yk).s -11. 2k
(tPIYk).'1J 

k=O 
= ~2mgdtPl¢2 - ¢ltP2)' 

Observe that all the powers of 11. are even ones. We thus 
obtain, for all k's, 

(tP2Yk ).5 - (tPlYk + d.'1 = 0, 

and a defining relation for Yo, 

- i(tPlYo).'1 = ~2mgl(tPl¢2 - ¢ltP2)' 

This yields the conservation laws 

(3.15) 

(tP2Yk - tPlYk + 1 ).t + (tP2Yk + tPlYk + lL = 0; 

therefore the following objects are conserved quantities: 

Ck = f R (tP2Yk - tPlYk + 1 )dx. 

To obtain these, we begin by expanding (3.15) and by replac­
ing tP2.5' tPl.'1 in this with the help of the field equations. We 
then expand iy.'1 into a power series. The results are expres­
sions for Yk in terms of the fields only: 

Yo = m-l~2mgl¢I' 

Yl = im-2~2mgl [as + 2ig2ItPI1 2]¢I' 

Y2 = - m-3~2mgl [as + 2i(g1 + g2)ltPI1 2] 

x [as + 2ig2ItPI1 2]¢I' 
Y3 = - im-4~2mgl [as + 2i(gl + g2)ltPI1 2]2 

X [as + 2ig2ItPI1 2]¢I' 
(3.16) 

From this, we immediately get the following local conserved 
densities: 
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Co = JR { ¢ltP2 - im-1[as + 2ig2ItPI1 2]¢ddx, 

C1 = JR {itP2[as + 2ig2ItPI1 2]¢1 

+ m-1tPl[as + 2i(g1 +g2)ltPI12] 

X [as + 2ig2ItPI1 2]¢ddx, 

C2 = J R {tPz[ as + 2i(g1 + g2)ltPI12] 

X [as + 2ig2ItPI1 2]¢1 - im-1tPl 

X [as + 2i(gl +g2)ltPI12]2[as + 2ig2ItPI1 2]¢1 
- 2m- 1g1tPi [(as + 2ig2ItPd2)¢d 2jdx, 

Ck+ 1 = JR {2(gI-g2)ltPtl2[tPzYk -tPlYk+l] 

+ i[ tPzYk.s - tPlYk+ 1.5 ] 
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Remark: One can also suppose that Y is an analytic 
function of 11. - I in some open set containing 11. -I = O. This 
will imply another infinite family of conserved densities 
which, this time, will be expressed in terms of tP2' ¢2' and 
derivatives of these with respect to 1]. A direct consequence 
of such families is the complete integrability of the subsytem 

Zf' 

IV. THE BACKLUND PROBLEM-oBTAINING 
BACKLUND TRANSFORMATIONS 

A method for solving this problem has been suggested 
by Wahlquist and Estabrook in Ref. 8. We shall follow a 
similar path but use a differential formulation instead of a 
Pfaffian-like one. What we shall look for, actually, are map­
pings F: C2 X C_C2 with local representation ¢j 
= Fj(tPj'¢/,y:Y) such that iP is a solution of Zj whenever 1[/ 

itself is one. Crudely put, the method is as follows. We first 
assume that iP(S,1]) does exist and require that it satisfy Zj 
whenever I[/(S,1]) does. We then substitute the ¢j'¢j into (3.9). 
Finally we demand that the differential system thus obtained 
for F(iP) be an identity in the old variables tPj' ¢j" This will 
give us a set of conditions which, if solvable, will yield a 
Backlund transformation. Let us recall the field equations: 

itP2.s = mtPI + boitPI1 2tP2 + COtPi¢2' 

itf!t.." = mtP2 + blltP21 2tPI + C1rfli¢I' 
A iP is also a solution, then 

.- - - 2- - =-
ItP2.s = mtPI + bol tPII tP2 + cotPi tP2' 

i¢I.'1 = m¢2 + bll¢212¢1 + CIl/li¢I' 

(4.1) 

(4.2) 

For the sake of simplicity, we shall further assume that iP is 
of the form 

¢I = 1T(Y,Y)tPl + 1"(y,y), 

¢2 = P(y,y)tP2 + q(y,y). 

Using this and (4.1), (4.2) becomes equivalent to this other 
pair: 

i¢2.s = p(mtPI + boltPll2tP2 + COtPi¢2) 

+ itP2(Y.sP.y + Y.sP.y) + i(Y.sq.y + Y.sqy) 

= m(1TtPl + 1") + cO[P~tPi¢2 + 2P1T1"tPl¢2 

+ pr¢2 + q~tPi + 2q1T1"tP I + qr] 

+ bo[pl1T1
2
tPI1

2
tP2 + P1TTtPltP2 + piT1"¢ltP2 

+ pl1"12tP2 + ql1T121tP112 
+ q1TTtPI + qiTr¢1 + ql1"12], 

i¢I.'1 = 1T(mtP2 + blltP21 2tPI + clrfli¢tl 

+ itPI(Y,'1 1T,y + Y,'11T,y) + i(Y,'11",y + Y,.,,1",y) 
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= m(prP2 + q) + CI [p21T¢I~ + 2pq1TilrlrP2 

+ q21Tilr1 + p2T1/li + 2pqrrP2 + q2r ] 

+ bl [1P1 21TrPllrP21
2 

+ PQ1TrPlrP2 + pq1T¢I¢2 

+ Iql2mPI + 1P1 2-rlrP21 2 

+ pq-r¢2 + PQ-rrP2 + IqI2-r]. 

In these expressions we replace theyoS andy,,) from (3.8). For 
all subsystems, save Zf with g 1=1= 0, we are rapidly lead to the 
same trivial Backlund transformation: ijt = ei81/1, OER; we do 
not learn anything new from this (we already knew this sym­
metry). For Zf' however, things are different. Equations (4.3) 
transform into a system of 16 equations to be solved for 
p,q,1T,-r, and their derivatives with respect to y, y. It proves to 
be indeed solvable and we find a nontrivial Backlund trans­
formation B (A ):C2 X C-C2: I/II---+ijt, which can be explicitly 
written as (A 2 = 0') 

- = C [A + X lyl2 ]g2/g, 
rPl A +A lyl2 

X rPI+ , [
X-I+ A -I IYI2 m(A- 2 -X-21Y ] 

A -I +A -llyl2 ~2mgdA -I +A -llyI2) 

(4.4) 

where I C 12 = 1. One may verify that ijt is indeed a solution 
simply by substituting (4.4) in the field equations (3.8!). As a 
special case, notice that if we setg2 = 0, then (4.4) reduces to 
the usual Backlund transformation for the classical massive 
Thirring model as mentioned, for instance, in Ref. 6 (up to a 
misprint ofy asy). 

In this procedure that we just completed, we required ijt 
to be linear in 1/1. We could have done otherwise and de­
manded that it would rather be linear in 1/1 *. As a matter of 
fact, the relationship between ijt and 1/1 * is quite nice. To 
obtain it, recall (3.9f ') and its complex conjugate that we 
multiply by y, y, respectively. Eliminating IrPi 12, we get 

lyl2,,) = i~2mgl [(A + X lyI21Y¢2 

- (X + A lyl2lYrP2] - im(A 2 - X 2)lyI2, 

lyI2,,; = i~2mgd(A -I +X -llyI21Y¢1 

- (X -I +,1, -llyI2lYrPI] 

_ im(A -2 _ X -2)IYI2. 

In this we replace rPI' rP2 as we obtain them by inverting the 
Backlund transformation (4.4). This yields quite simple iden­
tities: 

Iyl\ = i~2mgdA + X IYI2) 

{
-- C _I[X +,1, lyl2 ]g2/g, - } 

X YrP2 - A + A lyl2 YrP2 , 

lyI2.,; = i~2mgl(A -I + X -llyI2) 

{
_- _C_I[X+AIYI2]g2/g, -} 

X YrPl ,1,+,1, lyl2 YrPl' 
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For the classical massive Thirring model (g2 = 0), with 
C = 1, these identities do assume a very compact form: 

Iyl\ = i~2mgl(A +X lyI2)(Y¢2 - yfp2)' 

lyI2,,; = i~2mgl(A -I +X -llyI2)(Y¢1 - yfpl)' 
These identities could be useful, amongst other things, for 
establishing recurrence formulas in view of obtaining chains 
of solutions. 

v. SOLUTIONS OF THE MODEL 

Naturally, the very next thing one would like to do is to 
see what kind of solutions this transformation gives rise to. 
Let us consider the trivial solution 1/1 = O. In this case, (4.4) 
simply becomes 

- _ - (A + X lyl21 -
rPl - (A + A IYI2)IA 12 rP2' 

- _ [A + X lyl2 ]g2/g, m(A 2 - X 21Y 
rP2 - C - 2 

A + A Iyl ~2mgl(A + A IYI2) 

and the B~cklund map (3.9f ') gets reduced to 

iy,,; = mA -2y , iY,T} = mA 2y. 

Up to a multiplicative complex factor, the solution to this is 

y = exp ( - im(A -2$ + A 27])), 

with 

lyl2 = exp (im(A 2 - X 2)($ _ 1,1, 147])/IA 14 ). 

We want to decompose ijt into its real and imaginary parts. 
In order to do that, we set A = f-l + iv. After many tedious 
calculations, we find that 

Re(fp2) = 2mf-lv[ - f-l sinp cosh (U + v cosP sinh (U], 

~2mgl(p,2 cosh2
(U + v sinh2(U) 

Im(fp2) = 2mf-lv[f-l cos p cosh (U + v sin p sinh (U] , (5.1) 
~2mgl(p,2 cosh2

(U + v sinh2(U) 

Ifp21 2 = 2mf-l2v/gl , 
f-l2 cosh2 (U + v sinh2 

(U 

Re(fptl = 2mf-lv[f-l sin p cosh (U + v cos p sinh (U] , 

(p,2 + v)~2mgl(p2 cosh2
(U + v sinh2(U) 

Im(fpl) = 2mf-lv[ - f-l cos P cosh (U + v sin p sinh (U], (5.2) 

(p,2 + v)~2mgl(p,2 cosh2 (U + v sinh2(U) 

Ifpl12 = Ifp212/(P2 + V)2, 

where 

p=a+O, C=eia
, 

(U = - 2mf-lv[$ - (p,2 + V)7]]!(P2 + V)2, 

o = m(p,2 - v) [$ + (p,2 + v)7]] 
(p,2 + V)2 

+ (g2) tan-I[ 2(v/f-l)tanh (U ]. 

gl 1 - (V/f-l)2 tanh2 (U 

In order to best visualize the form and the evolution of these 
quantities, let us set 

m =~, gl = 1, g2 = 2, 

C = 1 (i.e., a = 0), A = 1 + 2i. 

Figure 1 illustrates the behavior of Re(fpl)' Im(fptl, and Ifpll 
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t=27 t=81 t=1J5 

FIG. 1. The behaviors ofRe('it2), Im(iP2)' and liP21 for a few distinct values of time. 

for a few distinct values of time [Re(¢2)' Im(¢2)' and 1¢21 
behave in an analogous manner]. 

Again, one may verify that (5.1) and (5.2) do indeed 
constitute a solution merely by placing them into (3.8t). Let 
us now make a few remarks on this solution. First, we notice 
that I¢i 12 is a function of the single quantity UJ and thus is a 
nondispersive traveling wave, localized, with a constant ve­
locity given by 

v = (p,2 + v) - 1 = r - 1 = tanh [1n(r)] = vIr). 
(p,2 + v) + 1 r + 1 

Now, asAEC'\ I OJ, then rE[O, 00); therefore I¢i 12 is to be con­
sidered as an "infraluminic" object, for v: [0, oo)t--+( - 1,1) 
(i.e., the limit speed is "1" natural units). If A stands on the 
unit circle, then r = 1 and v = 0: therefore the lump-shaped 
I¢i 12's remain still! Ifit is inside or outside of the unit circle, 
then they have negative or positive velocities, respectively 
(for our numerical example, v = 2/3 in natural units). More­
over, note that v(lIr) = - vIr). It is also possible to define a 
quantity which could be interpreted as a measure of the (fin­
ite) energy of the solution, namely, 

E= m = m(r + 1) =E(r). 
/f=Il 2r 

If we now look at the fields themselves (the components of 
ijI), we first notice that they are bounded, in absolute value, 
by their norms (the lumps). We then remark that they are 
sorts of oscillating functions. This is a characteristic behav­
ior which is reminiscent of the soliton solutions of the cubic 
nonlinear Schrodinger equation. Still there is an important 
difference. For the Schrodinger equation, the solitons are 
oscillating with a fixed frequency since they are of the form 

¢ = a~U /vsech[a(x - 2bt )]exp[ibx + iA (a2 - b 2)t] 

(forA¢.xx + i¢.t = vl¢ 12, withAv<O), whereas our solutions 
for the extended Thirring system are not oscillating at such a 
fixed frequency. The reason for this lies within the form of () 
which involves a peculiar dependence on UJ. However, for the 
classical massive Thirring system, this dependence vanishes 
and the solutions are thus much more like those of the non­
linear Schrodinger equation. It may be worth mentioning 
that this peculiar oscillating behavior reminds us of that of 
the so-called "boomerons" introduced by Calogero and De­
gasperis. 12 

A pertinent question that we may now ask ourselves is 
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whether or not the solution which we obtained should be 
termed solitons. A first remark it that according to the dedi­
cated definition they should not even be called solitary 
waves. Yet, it remains that they are localized and nondisper­
sive, in a certain sense, functions. However, to label them as 
solitons is a bit problematic. Indeed, before doing so, one 
should formally look at, and analyze, their interaction with 
other objects of a similar kind. Put in other words, this 
means that one should explicitly construct two-lump (or 
"multilump") solutions. At present, it has been impossible to 
do so. Actually, the tools which we gave ourselves here prove 
to be inefficient for such a construction. First of all, it it 
obvious that the Backlund map (3.9f') cannot be used for 
deriving a superposition rule since the pseudopotential y is 
one-dimensional whereas 'P has two components. Moreover, 
it appears that it would be rather difficult, if it is at all possi­
ble, to verify if the Backlund transformation commutes with 
respect to an interchange of parameter values, i.e., if 
B (A loB (p,) = B (p,)oB (A). In the same spirit, thetwo-dimen­
sional Backlund map (3.1Of) does not seem to yield a Back­
lund transformation other than the trivial one. As an alter­
native way out, one could consider a repetitive utilization of 
the Backlund transformation (4.4). We performed a first step 
by applying it to the solution 'P = 0; the second step would 
consist in feeding (5.1) and (5.2) back into (4.4) and (3.9f '), 
and then to solve this latter system. It is immediately evident 
that this is a most difficult vector Riccati system. Finally, a 
third way out would be to make use of the inverse scattering 
transform formalism, since we already have the necessary 
basic linear equations (or Lax pair) which are needed for that 
purpose, namely (3.1Of). Technically speaking, this should 
appear to be a viable way. Actually, comparing our Lax pair 
to the one used by Kuznetsov and Mikhailov,11 one should 
discover that the direct scattering problem is exactly the 
same as theirs (up to a redefinition of parameters) and there­
fore the quasi totality of the formalism remains unchanged; 
the only minor difference is contained in the fact that the 
scattering data will evolve according to a slightly different 
equation. An additional argument which also tells us to push 
along this line is the following fact. Using the symmetry re­
duction technique described in Ref. 13, one can obtain ordi­
nary differential equations which are exact reductions of the 
system Z6 given by (3.8f) and to show that these have no 
movable critical points [i.e., movable singularities other than 
poles (of any order)], hence to show that they have the Pain-
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leve property. This property can also be established in a 
more direct manner from (3.8f) without any reductions by 
using the technique recently proposed by Weiss. 14 Accord­
ing to the Painleve conjecture,15 this property is a necessary 
condition for the solvability of(3.8f) by an inverse scattering 
transform. 

VI. CONCLUSION 

We introduced a nonlinear system which contains the 
classical massive Thirring model as a special case and pre­
serves relativistic invariance; in fact, this system is invariant 
under a Lie point group P( 1,1) X U( 1). Having constructed a 
prolongation structure associated with this differential sys­
tem by using the method of Wahlquist and Estabrook, we 
succeeded in breaking the system into a family of subsystems 
classified with respect to the different types of allowed Back­
lund maps. Among these, one stands out of the ranks and 
prove to be quite interesting; it is the restriction of (2.1) to the 
current-pseudocurrent case (i.e., g3 = g4 = 0, gl #0), a sort 
of natural extension of the Thirring model. Actually, one can 
show that, in a certain sense, it is gauge equivalent to the 
Thirring model. 16 In this particular extension appears a free 
parameter (o-or A, ) which is very important. It was mentioned 
that it takes its origin as a symmetry of the prolongation 
structure; to be more precise, it is indicative of a Kac-Moody 
symmetry algebra connected with the Zakharov-Shabat (or 
Lax) pair (3.1Of). Because of this parameter, we were able to 
generate an infinite family of local conservation laws, thus 
establishing the complete integrability of the corresponding 
subsystem. We also deduced, from the Backlund map, the 
Lax pair oflinear equations which is the basis of an associat­
ed inverse scattering problem. Finally, we constructed a 
nontrivial Backlund tmsformation which we used in order 
to show that the subsystem does admit some sort of solitons 
as possible solutions. One-soliton solutions were explicitly 
computed. 

Let us end by mentioning a few points which merit a 
deeper investigation. First, we must point out that the pro­
longation method, though it is very nice from the practical 
point of view, may not yield the most general Backlund map. 
For this particular purpose, one should ultimately prefer the 
method devised by Clairin, 17 or even follow a procedure re­
cently proposed by Denes and Finley.18 Along the same 

3432 J. Math. Phys., Vol. 25, No. 12, December 1984 

lines, for this model, as well as many other two-dimensional 
completely integrable ones, Backlund transformations are 
not exactly the right kind of objects to look for, especially if 
we have in mind to construct soliton solutions. Rather, one 
should try to build so-called multi-Backlund transforma­
tions. This is the object of Ref. 16 in which multisoliton solu­
tions will be explicitly constructed for the Thirring system 
and other systems which are gauge equivalent to it, using the 
Zakharov-Mikhailov-Shabat dressing method. 
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I. INTRODUCTION 

In recent years growing interest has been focused on the 
discovery of gauge connection between various nonlinear 
systems. 1-9 Such interconnections allow us not only to sys­
tematize and group together the large number of nonlinear 
systems already known, but also to conclude about the prop­
erties of a system knowing the corresponding properties of 
its gauge-equivalent counterpart. One of such gauge-con­
nected systems which deserves much physical interest is the 
Landau-Lifshitz equation (LLE) and the nonlinear Schro­
dinger equation (NSE).1.2 Recently, the above equivalence 
between LLE and NSE has been generalized for higher uni­
tary groups/ for Grassmannian manifolds/ and for non­
compact groups,7.8 and has been extended also to uncon­
straint SU(N) models.9 Besides the standard NSE, however, 
different other types of integrable NSE systems are known in 
literature. 10-14 Our aim is to find different generalized Lan­
dau-Lifshitz equations which are gauge equivalent to them. 
New higher-order nonlinear systems are also obtained 
through U( 1 )-gauge transformations of NS type equations. 
Since the proposed nonlinear equations being gauge equiva­
lent to integrable NS systems are also integrable, they might 
be useful in approximating quasi-one-dimensional real mod­
els. 

The paper is organized as follows. In Sec. II, the conse­
quences of the gauge equivalence between different systems 
are discussed. In Sec. III we deduce new Landau-Lifshitz 
type systems. Higher-order nonlinear equations are found in 
Sec. IV. Using the gauge freedom of LLE relative to sub­
group He G it has been shown in Sec. V that all H-trans­
formed NSE are also gauge equivalent to a given LLE. This 
section also presents a schematic diagram showing the gauge 
connection between all the different systems proposed. Sec. 
VI is the concluding section. 

II. GAUGE EQUIVALENCE OF NONLINEAR 
EVOLUTIONARY SYSTEMS 

We discuss in brief the Lax pair formalism of nonlinear 
evolutionary systems and how to construct their gauge-equi­
)::.alent count~tparts. We have the given evolution equation 
Lq = 0 with L being a nonlinear differential operator acting 
on field q. The linear problem associated with the given sys­
tem may be expressed as 

-I Present address: Physics Division, Birla Institute of Technology and 
Science, Pilani 333031, Rajasthan, India. 

du = flu, (2.1a) 

where d denotes exterior differentiation, fl is a I-form ma­
trix valued on the Lie algebra of some matrix group G, and u 
is the matrix O-form. In (1 + 1) space-time, Eq. (2.1a) in the 
component form looks as 

CPx = UCP, CPt = VCP, (2.1b) 

where the Jost function cP and U and Vare complex matrix 
functions of the field q, its derivatives, independent variables 
x and t, and the spectral parameter A. The integrability of 
(2.1a), which is equivalent to the flatness condition, requires 
that the following two-form e should vanish: 

e = dfl - fl A fl = 0 , (2.2a) 

where A denotes exterior product. In component form the 
compatibility condition CPxt = CPtx' which is equivalent to 
(2.2a), is given by 

Ut - Vx + [U,V] =0. (2.2b) 
Here, U and Voperators are so constructed that the original 
nonlinear evolution equation is represented by (2.2b), which 
may also be expressed in the Lax form 

L t = [A,L] , (2.3) 

with LCP = ACP and CPt = ACP. 
Now for reatA, cf>EG, Gbeing a compact or noncompact 

Lie group, and under the local gauge transformation relative 
to the group element 

g(x,t;Ao) = cP (x,t;A ) 1" ~'\c EG , 

the Jost function changes as 

CP-+IJI (x,t;A,Ao) = g-l(x,t;Ao)CP (x,t;A ) , 

(2.4) 

(2.5) 

and the corresponding linear system associated with the new 
Jost function can be given by 

IJIx = U'IJI , IJIt = V'IJI, 

with 

since 

gxg-
I = Uo = U I'\~'\o and gtg- I = Vo = VI'\~'\o . 

The compatibility condition of (2.6) gives now the new 
gauge-equivalent equation 

(2.6) 

(2.7) 

(2.8) 

3433 J. Math. Phys. 25 (12), December 1984 0022-2488/84/123433-06$02.50 © 1984 American Institute of Physics 3433 



                                                                                                                                    

U; - V~ + [U',v'] 

=g-I[(U, - Vx + [U,v]) 

- (Uo, - VOX + [Uo,Vo]))g = 0, (2.9) 

relative to a new field S: L ' S = 0, L ' being some nonlinear 
operator acting on S. Note that gauge transformations like 
(2.4), but depending on the spectral parameter A, may also 
construct Backlund transformation 15 generating new solu­
tions from the given one, for the same evolution equation. 
We are however interested only in those gauge transforma­
tions (dependingonAo but not onA ) which yield new nonlin­
ear equations different from the given one. 

If all the properties of the initial model are known to us, 
it is interesting to ask whether it is also possible to find the 
corresponding properties of its gauge-equivalent counter­
parts. We find that the answer is affirmative in most of the 
cases. Let the scattering matrix T of the initial system be 
given by 

<P_=<P+T, 

where <P +,<P _ are known Jost functions with their asympto­
tics given at ± 00, respectively. Then it is not hard to get 
that the scattering matrix of its gauge-equivalent system 
should be given by 

T'= 1f/~11f/_ =<P ~lg+g=I<p_ 

=(<P ~lg+To-lg~I<P+)T, 

with To = T(A = ,10)' (2.10) 

Hence, knowing T and <P + one can easily calculate T' and 
If/ + which, in principle, should give all main properties of a 
system. Thus, knowing the soliton solutions of the initial 
system, one may deduce such solutions for its gauge-equiva­
lent counterparts and the complete integrability property 
should also be common for all the gauge-connected systems. 
If, for example, we suppose NSE to be the initial system 
about which everything is known, then using (2.10) it is pos­
sible to evaluate the properties and solutions of its gauge­
equivalent LLE without investigating the latter system indi­
vidually. The field function S ofLLE type equations may be 
expressed through the Jost function of NSE at A = ,10 (2.4) 
with G = SU(2) as 

S = g-ICf~, (2.11) 

which due to (2.8) gives immediately 

Sx=g-I[Cf3,UO]g and S,=g-I[Cf3,VO]g. (2.12) 

As we will see below, relations (2.11) and (2.12) are very im­
portant for constructing explicitly various LLE systems. All 
the new models we discuss here are gauge equivalent to dif­
ferent NSE which are already well investigated. From rela­
tion (2.10), one gets also the somewhat unexpected result 
that the "pure soliton" states in one system (i.e., with reflec­
tionless potential, b = 0) may not always give a pure soliton 
state (i.e., b ¥O) in the gauge-transformed system. We like to 
stress here that usually ,10 is taken to be trivial. 2 But, in gen­
eral, ,10 = 0 and it must be chosen from the continuum spec­
trum of the Jost function such that g(x,t;A.o) should have 
fixed group properties for all x and f. 
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III. GENERALIZED LLE TYPE EQUATIONS 

Using the general method sketched out in Sec. II, we 
find different LLE from NS type equations. 

A. Gauge-equivalent LLE and NSE 

Gauge equivalence between standard NSE of the "at­
tractive" type and the LLE with the associated G = SU(2) 
group has been established. 1.2 Analysis of the property of the 
Lie algebra corresponding to group G to which the Lax oper­
ators U, V belong, allows us to extend the above equivalence 
in the following way.8 The attractive and repulsive type NSE 

iq, +qxx ±PlqI2q=0, P>O, (3.1) 

are gauge equivalent to LLE, 

(3.2) 

with SESU(2)/U(I) and SESU(I,I)/U(I), respectively. Here 
,10 may be chosen to be trivial for an "attractive" type equa­
tion with vanishing boundary condition limx~ ± 00 Iq I = O. 
For a nontrivial boundary condition, limx~ ± 00 Iql = /140, 
corresponding to the "repulsive" case, however, 1,101> J1 due 
to the appearance of a gap in the continuum spectrum of A 
(see Refs. 7 and 8). Note that the term proportional to ,10 in 
(3.2) may be removed by the Galilean transformation 

(x',f') = (x - 4f2i3 Aot,t), i.e., with respect to a reference 

frame moving with a velocity v r = - 4f2i3 ,10 relative to the 
original system. It is therefore clear that the soliton velocities 
of NSE and standard LLE may coincide only for vanishing 
boundary problems when ,10 may be trivial, but they differ 
for nontrivial boundary conditions whenAo¥O. In what fol­
lows, similar to (3.1) and (3.2), the " + " and " - " signs in 
NS type equations will always correspond to LLE with com­
pact, i.e., SESU(2)/U(I), and noncompact, i.e., SESU(I,I)/ 
U( 1), manifolds. 

B. DLL gauge generated from DNS 

The derivative nonlinear Schrodinger equation (DNS)IO 

q, +qxx ±ia(lqI2q)x =0, a>O, (3.3) 

may be given by the linear system (2.1) with 

U = - iaA 2Cf3 + aAA , 

V = (- 2ia2A 4 ± ia21ql2A 2)Cf3 + 2a2A 3A + aAB, 
(3.4) 

where 

A=( 0, q) 
+q*,O ' 

(3.5) 

Under the gauge transformation (2.5) the linear system 
(3.4) changes to the form (2.7) given by 

U' = - ia(A 2 - A ~)g-ICf~ + alA - Ao)g-IAg, 

and 

V' = - 2iA 2a2(A 4 - A 6 )g-ICf~ + 2a2(A 3 - A ~ )g-IAg 

_ ia2(A 2 _ A ~ )g-ICf~ 2g + alA - Ao)g-IBg . (3.6) 

Using now (2.11) and (2.12) for explicit values (3.4), one 
gets with no difficulty the relation 

Sx =Uo8"-I[Cf3,A ]g=Uoag-1Cf~g, (3.7a) 
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and 

SSx = Uoag-1Ag , 

_ SS~ = 4,.1, 6a2g- 1ay4 2g , 

S, = 2a2A 6g- 1[a3,A jg + aAo&'-l[a3,B jg 

= 2aA ~Sx + 2aA,o&'-la3Bg . 

Hence, 

SIS, - 2aA 6Sx) = 2aAo&'-IBg. 

Putting relations (3.7) in (3.6), we get finally 

(3.7b) 

(3.7c) 

(3.7d) 

(3.7e) 

U' = - ia(A 2 - A, 6)S + (1/Uo)(A, - A,o)SSx , 

v' = 2ia2(A, 4 - A, ~)S + (aIAo)(A 3 - A, l,)SSx 

A,2_A2 
+ i 4,.1, 2 0 SS~ + A ~Ao (SS, - 2aA, 6SSx)' 

o 0 

(3.8) 

The compatibility condition of(3.8) yields the LLE type sys­
tem named the derivative Landau-Lifshitz (OLL) equation 
for definiteness: 

S, + ;. [S,Sxx] - 4aA, 6Sx + _1_2 S ~ = 0, a> 0 , 
I 4aA 0 (3.9) 

with SESU(2)/u(1) [SU(l,l)/U(t)] corresponding to + ( - ) 
signs in (3.3). 

C. MLL gauge generated from MNS 

The mixed nonlinear Schrodinger equation (MNS), 
which is a hybrid of DNS and NSE, is given byll 

iq, + qxx ± f31ql2q ± ia(lqI2q)x = 0, a> 0, 13> O. 
(3.10) 

The corresponding linear system (2.1b) has 

U = i( - aA 2 + fiiJA )a3 + (aA - ~f3/2)A 

V = [ - 2ia2A 4 + 4iafiiJ ,.1,3 + ( _ 4if3 ± ia2 1ql20 2 

+ iafiiJ A Iql2 ± ~ f31ql2 ]a3 

+ (2a2A, 3 - 3fiiJ aA 2 + 2f3A)A + (aA - ~f3 /2)B, 
(3.11) 

where operators A and B are given by (3.5). Similar to the 
previous procedure we find the gauge equivalence of this 
system. The gauge-transformed operators are 

U'=g-I!8a3+aA Jg, 

V' =g-I!Ka3 + bA + aB + yay4 2Jg, (3.12) 

where 

8 = - ia(A 2 - A ~) + ifiiJ(A - A,o) , 

a = alA, - ,.1,0) , 

From (2.11), (2.12) for (3.11) one gets 

Sx = (C/2)g-1 [a3,A ]g = cg- 1ay4g , 

SSx = cg-1Ag, 

-SS~ =c2g- 1ay42g, 

S, = 2(b Ic)Sx + cg- 1a3Bg, 

hence 

SIS, - 2(b /c)Sx) = cg-1Bg, 

where 

e = 2aAo - fiiJ , 

and 

(3. 14a) 

(3.14b) 

(3. 14c) 

(3.14d) 

(3.14e) 

b = - b (A = 0) = 2a2A 6 - 3afiiJA ~ + 213,.1,0 .(3.15) 

Using relations (3.14) from (3.12) we easily obtain 

U' = 8S + (a/e)SSx , (3.16) 

V' = KS + ~ SS - L ss 2 + ~ (SS - 2 b ss ) c x c2 x etc x' 

(3.17) 

which gives ultimately the gauge-equivalent generalized 
LLE [we call it the mixed Landau-Lifshitz (MLL) equation] 

S, + (d2i) [S,Sxx ] + (ySx + pS ~) 

+ id { [S"Sx] + + [ SSx ,sxx ] } = 0 , (3.18) 

where 

with 

E=B/A, y=C/A, p=D/A, 

d=E/A, e=F/A, (3.19) 

A = (a 2A, 6 - 2aA,ofiiJ)I(e!2) + fiiJ , 

B = 2! (- 13 - 3a2A 6)fiiJ + 2a3A 6 J/c2
, 

C = 2! fiiJ(2a 2 A, 6 - 2fiiJ A,o(fiiJ - 2aAo)} 

- 2a3A 6 + (2b /C)(2aA,ofiiJ - a 2A ~)J/c, (3.20) 

D = - a(fiiJ - aAo)le2, 

E=F=afiiJ/c2
• 

In (3.18) the case SESU(2)/U(I) [SU(l,l)1U(I)] corresponds 
tothe + (- )typeofEq. (3.10). From (3.14) one can find also 
the generalization of the energy and current density relations 
between the LLE and NSE systems in the form 

tr(S2.) = ±2c2 IqI2, (3.21a) 

and 

tr(SxS,) = e2! + i(qq: - q*qx) 

± 4(b /e)lqI2 - 2alql4J . (3.21b) 

It is evident that for the particular choice a = 0,13 #0 we 
may recover from (3.21a) and (3.21b) the well-known rela­
tions due to Lakshmanan. 1 K = - 2ia2 (A, 4 - A,~) + 4iafiiJ(A, 3 - ,.1,6) 

- 4if3 (A 2 - A, ~) , (3.13) The parameters in Eq. (3.18) are simplified in the fol-
lowing particular cases: 

3435 

a = + 2al (A, 3 - A 6) - 3afiiJ(A 2 - A, 6) 
+ 2/3 (A - A,o), 

y = - ia2(A 2 - A ~) + iafiiJ(A, - ,.1,0) . 
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E = 1, for a = 0, 13 #0 and a#O, 13 = 0 , 

Y 
= { + 4fii3

2 

,.1,0 , for a = 0, 13 # 0 , 
(3.22) 

- 4aA, 0' for a#O, 13 = 0, 
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{

O' for 

p= I 
4aA~ , 

a = 0, fJ =1-0 , 

for a =I- 0, {3 = ° , 
and d = e = ° for both a = 0, {3 =1-0 and a =1-0, fJ = 0. Note 
that the case a = 0, {3 =1-0 yields standard NSE (3.1) from 
MNS (3.10) and similarly a =1-0, fJ = ° gives DNS (3.3). It is 
also immediate from (3.22) that MLL (3.18) reduces succes­
sively to LLE (3.2) and DLL (3.9) in these respective cases. 
The energy and current density relations (3.21) are also sim­
plified accordingly. 

D. MOLL gauge generated from MONS 

The modified derivative nonlinear Schr6dinger equa­
tion (MDNS) proposed in Ref. 12 is given by 

q, - i(qltP )xx = 0, tP = (I ± Iq12)112 , (3.23) 

which corresponds to the linear system (2.lb) with 

U = - iAa3 + AA , 

V= U 2D +AB, (3.24) 

where A is as in (3.5) and 

B - i (0, (qltP)x ) D = tP -l( - i, ~). (3.25) 
- ±(q*ltP)x,O' ±q*,l 

Repeating the above procedure we get the gauge-trans­
formed operators as 

U' = (A -Ao)g-l! - ia3 +A Jg, 

V' =g-IP(A 2 - A ~)D + (A - Ao)B Jg. (3.26) 

From (2.9) and (2.10) we deduce the relations 

SSx =U~-IAg, (3.27a) 

(l/Uo)S(S, - UoXSx ) =g-IBg, 

X = (I + tr(S;)/8A~)-1/2, (3.27b) 

and 

XS((l/Uo)Sx - i) =g-IUO( - tr(U~)/2)-1/2g = g-IDg. 
(3.27c) 

Where the relationD = Uo( - tr(U~)/2)-1I2 has been used. 
Using (3.27) we get finally from (3.26) 

U' = (A -AoH - is + (l/Uo)SSx) ' 

V' = 2(A 2 -A~)XS((l/Uo)Sx - il) 

+ (A -Ao)S(S, - UoXSx)/Uo, (3.28) 

which yields the following modified derivative Landau-Lif­
shitz (MDLL) type equation gauge equivalent to MDNS: 

S, = i(xSSx)x + 4AoXSx , (3.29) 

with SESU(2)/U(I) [SU(I,I)/u(I)] corresponding to + ( - ) 
signs in (3.23). 

IV. HIGHER-ORDER NS TYPE SYSTEMS 

We show that from nonlinear Schr6dinger (NS) type 
systems one may generate through U(I)-gauge transforma­
tions some new higher-order nonlinear equations, which will 
also be integrable due to their gauge equivalence with inte­
grable NS systems. If we start with the MNS (3.10), then it is 
not difficult to find that under the U( I )-gauge transforma­
tion 
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h=(e~e: e~.e) 
the linear operators change to a new system giving the equa­
tion 

(iQ, + Qxx ± ia(IQ 12Q)x ±fJIQ 12Q 

+ 2(e, - 2e; - iexx)Q 

- 2ex(2iQx + 21Q 12Q) = 0, (4.1) 

where the new field Q = qe2.e has been introduced choosing 

ex = + 8 Iql2 , (4.2a) 

and 
(4.2b) 

Eq. (4.1) reduces to a higher-order MNS (named HMNS) 
given by 

iQ, + Qxx ± ia(IQ 12Q)x ± fJlQ 12Q + 8(40 + a)IQ 14Q 

± 4i8(IQ 12)xQ = 0. (4.3) 

Note that Eqs. (4.2) are consistent with the condition 
ex, = e,x due to Eq. (3.10), and (4.2a) and (4.2b) are, respec­
tively, the densities of first ("particle number") and second 
("current") conservation laws for system (3.10). 

For the particular case a = 0, fJ =1-0, which reduces 
MNS to the standard NSE (3.1), one gets the corresponding 
higher-order system (named HNS) through gauge transfor­
mation (4.2) in the form 

iQ, +Qxx ±fJIQI 2Q+402IQI 4Q±4i8(IQI2)xQ=0. 
. (4.4) 

Equation (4.4) may also be obtained directly from (4.3) by 
putting a = 0. 

The case a =I- 0, fJ = ° on the other hand reduces MNS 
toDNS(3.3). The U(I)-gaugetransformation (4.2), therefore, 
generates from DNS the following higher-order equation 
(named HDNS), which is also obtainable from (4.3) for 
fJ= 0: 

iQx +Qxx ±ia(IQI2Q)x +8(40+a)IQI 4Q 

± 4i8(IQ 12)xQ = 0. (4.5) 

It is remarkable that the particular choice a = - 40 leads 
further (4.5) to the Chen-Lee-Liu (CLL)13 equation 

iQ, + Qxx + ialQ 12Qx = ° , (4.6) 

whereas the choice a = - 28 transforms (4.5) to the Gerdji­
kov-Ivanov first type (GId equation 

iQ, + Qxx + lO21Q 14Q ± 2i8Q2Q! = 0. (4.7) 

Thus, all the equations (4.5)-(4.7) are gauge equivalent to 
DNS (3.3), the connection between the spectral problems of 
CLL and DNS found recently by Wadati and Sogol6 reflects, 
as shown here, a more general gauge equivalence between 
them. 

If, however, we seta = - 40,{3 =1-0, (4.3) yields a mixed 
CLL and NSE type equation (denoted by CLL-NS) 

iQ, + Qxx ± fJlQ 12Q ± ialQ 12Qx = ° , (4.8) 

whilefora = - lO,fJ =1-0, we get the Gerdjikov-Ivanov sec­
ond type (GI2) equation 

iQ, + Qxx ± {3IQ 12Q ± 2821Q 14Q ± 2i8Q 2Q! = 0 . 
(4.9) 
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MNS(±) 

HMNS(±) 

a¥-O, {3 = 0 

MLL ----
SeM± =GIH 

CLL-NS( ±) 

GI,(± ) 

NSE(±) 

gEG 
goEH 

LLE( ± t MDLL(±) gE 
SeM goEH 

Is::] 
SeM , 

gEG HNS( ±) ~
MDNS(±) 

g'EG 
HMDNS (±) 

FIG. I. Gauge equivalence between various LLE and NS systems. The LLE with field SeM ± = G I H, where H = U( I), G = SU(2), and SUr I, I), corre­
sponds, respectively, to the "attractive" ( + ) and "repulsive" ( - ) types of NS systems. 

Therefore, equations (4.3), (4.8), and (4.9) are naturally 
gauge-connected with MNS (3.10). Similarly, from MONS 
(3.23) by h-gauge transformation ex = a<l> and 
e, = ± ai<l> -Z(q*qx - q:q) one gets a higher-order nonlin­
ear equation (called HMDNS) in the form 

iQ, + (Q /<1> )xx - 2aiQx(1 + <I> -Z) - 4azQ /<1> = O. 
(4.10) 

Frequently, in solving practical problems, higher-order 
nonlinear terms are neglected to approximate the field equa­
tion to some integrable system. The examples presented here 
demonstrate however that often the higher-order nonlinear 
equations are reducible exactly to some standard integrable 
system through gauge transformation without neglecting 
any higher nonlinearities. 

V. GAUGE EQUIVALENCE BETWEEN VARIOUS LLE 
AND NS SYSTEMS 

If G is the connected Lie group associated with Lan­
dau-Lifshitz systems and He G is the closed subgroup of G, 
then the corresponding field function SEG / H under local 
gauge transformation g(X)EG may be represented as 
S = g-l.Ig, where.I is a diagonal matrix with [.I,h] = 0, 
hEH (see Ref. 7). Such gauge transformations (as shown in 
Sec. III) change the LLE to the corresponding NS system. 
Note now that the gauge transformation g-+g' = hg with 
h (x)EH keeps the S field left-invariant S' = (g') -1.Ig' 
= g-l.Ig = S. Similarly, S is right-invariant (g' = gh ) for 

the representation S = g.Ig-l. Consequently, under 
[h (x)EH ]-transformation LLE is invariant, while the NS sys­
tem may change. We conclude, therefore, that together with 
different NSE all their gauge-transformed equations relative 
to local group H or any subgroup of it are also gauge equiva­
lent to the corresponding LLE systems. 

Hence, in light of the [H = U( 1 )]-invariance of the LLE, 
we find the diagram (Fig. 1) of gauge equivalence between 
LLE and NS systems proposed here. 
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VI. CONCLUDING REMARKS 

We have found a number of LLE systems through 
gauge transformation of known NS type equations. By U(l)­
gauge transformation of NS systems we have also generated 
different higher-order nonlinear equations. Due to the gauge 
equivalence with integrable NSE the integrability property 
of the proposed systems may be predicted. Therefore, such 
nonlinear systems might be of much use for approximating 
some real models in quasi-one-dimension. 

The nonlinear equations proposed here may be general­
ized also for higher-order compact or noncompact groups,? 
e.g., G = SU(p + q), H = S(U(p)XU(q)) or G = SU(p,q), 
H = S(U(r,u)XU(s,v)) with r + s = p and u + v = q. The 
generalized LLE systems with SEG / H would be gauge equi­
valent to the corresponding matrix NS systems with global 
symmetry group H and to all their gauge-transformed enti­
ties relative to the local group H or to any of its subgroups. 

We conclude with the remark that, usually for gauge 
transformation, Jost functions are taken at ..1,= ..1,0 = O. 
Here, in finding gauge equivalence of different NS systems, 
one as a rule must choose Ao:fO. 
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The recently introduced logarithmic Borel summation method is able to sum strongly divergent 
series of a particular type. A satisfactory extension to the applicability of this method, obtained by 
using the classical Borel-Le Roy transform, is presented. As examples we consider a class of 
nonpolynomial anharmonic oscillator models in the 't Hooft simplified form. 

PACS numbers: 02.30.Lt 

I. INTRODUCTION 

It is well known that most of the classical applications 
of the Rayleigh-Schrodinger perturbative theory, such as 
the Stark-Lo Surdo effect, the Zeeman effect, and anhar­
monic oscillators (for a review see, e.g., Refs. 1 and 2) give 
rise to diverging power-series expansions. In all such prob­
lems we have eigenvalues or resonances with asymptotic 
power-series expansions given by the perturbative theory 
En (fJ )~~ka~n)/3 k as /3 #0. 

An important result in mathematical physics is the 
proof that an eigenvalue (or a resonance) can be actually 
obtained from the perturbative series by the Borel sum.3

-
5 

More singular perturbations of solvable quantum me­
chanical Hamiltonians have been recently studied, showing 
the failure of the classical Borel summability. An example is 
given by the exponential anharmonic oscillator with Hamil­
tonian p2 + x 2 + /3efUx , aER+ (see Refs. 6 and 7). In such 
cases we expect power-series coefficients diverging as eak2/4 
(see Ref. 6). 

A method of sum called "logarithmic Borel," which is 
able to treat such a diverging series, has been previously pro­
posed.8 Now we present a class of generalized Borel summa­
tion methods of order (a,m), aErO, 00), m = 0, 1, 2, ... , that 
contains the previous ones as particular cases. It is able to 
sum series with coefficients ak diverging as (mk )!eak2/4. 

Possible physical examples are given by mixed power­
exponential anharmonic oscillators like H = p2 + x 2 + /3xn 

efUX, nEN. Another possible application is the high-tempera­
ture power-series expansion of the pressure for a classical gas 
with a smooth pair interaction potential If> (Ix i - Xj I) such 
that If> (r) ~exp((ln r- I )1/2) as r-0 (for less singular poten­
tials and usual Borel summability see Ref. 9). In Sec. II the 
summability criterion and the necessary condition theorem 
are proved for a > 0, mEN. In Sec. III we apply the criterion 
to a class of simplified physical examples. In the Appendix 
we give the asymptotic behavior of the weight functions ap­
pearing in the direct and inverse Borel transforms. 

II. THE METHODS 

Each one of the methods we consider is a particular case 
of the "moment constant methods" (Ref. 10, pp. 81-86) for 
which we are able to give a criterion ofthe Watson-Nevan­
linna type (see Ref. 10, pp. 192-195, and Refs. 11 and 12). 
Thus let us recall the "moment constant methods." 

Let p(x) > ° be a function defined on R + with finite mo­
ments!lk = fOXk p(x)dx, k = 0, 1,2, .... We say that a series 
~kakzk is!l-p-Borel summable if(a)B (v) = };k' ~ oad!lk)-Ivk 
is convergent in some disk Ivl < d; (b) B (v) has an analytic 
continuation to a neighborhood of the positive real axis; (c) 
I(z) = z-I foB (v) p(VZ-I) dv converges for some z > 0. No­
tice that if pIx) is analytic,/(z) can be defined for nonreal 
values of z as well. In such a case/(z) is the !lop-Borel sum of 
};kakzk and B (v) is the !lop-Borel transform. 

We now consider a class of p functions classified by two 
parameters (a,m) and we call1(z) the (a,m) Borel sum of the 
series if p = P(a,m) is given by the following. 

(i)P(a,m) (x) = (1Ta)-1/2(mx)-1 L" exp( - a-I(ln (xtW 

_ t - 11m) t - I - 11m dt 

fora>O, m = 1,2,3, .... 

(ii)P(a,m) (x) = (1Ta)-1/2x -1 exp( - a-I(ln (xW) 

for a > 0, m = 0. 

(iii) Pla.m) (x) = m -Ie - xl/m X - I + 11m 

fora = 0, m = 1,2,3, .... 

The classification is justified by the behavior of the moments 

!lda,m) = L" xkP(a,m) (x)dx = (mk )!eak '/4. 

The case (iii) is the usual Borel-Le Roy summation.5•
10 Let 

us state the criterion for the logarithmic Borel summability 
(ii)8 and for the generalized logarithmic Borel summability (i) 
together. 

Theorem 1: Let mENo, aER +. Let I(z) be an analytic 
function on the Riemann surface ofln(z) in a domain D given 
by 

D = {z/ - 00 < Re(ln(z)) < co} for some CoER, 

satisfying the following properties: 

N-I 

I(z) = L akzk + RN(z), 
k~O 

(1) 

(2) 

where e = arg(z), A (t/J ) = ea - 'I~ - m1T/2 - E)' for some E> 0, 
andbN = (mN)!8NeaN2/4,N = 1,2, ... , whereA,8,Eareinde-
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pendent ofz. Then the series 2kakzkis (a,m) Borel sum mabie 
toJ(z). 

Proof' The m = 0 case is proved in Ref. 8. All the m > 0 
cases reduce to the m = 1 by an argument exposed in Re­
mark 1, so it is sufficient to prove the (a, 1) Borel summabi­
lity. Letp(w), oiw) be defined by 

where y(r,EI) = I t lit I = r, larg(t)1 <EI + 1T/2 lui t larg(t) 
= ± (E I + 1T/2), It I <rl· Of course the integral (4) is inde­

pendent of rand E I for rER + and 0 < E I < 1T 12. The functions 
P and (T enjoy the following asymptotic behaviors: 

p(w) = w- I exp{ - a-I(In wa/2f 

p(w) =Plu,ll(w) + 2a- I(ln wal2)(In In wal2) - 2a- l ln wal2 

= (a1T)- I!2W -1 L'" exp( - a-I(ln wt)2 - t -I)t -2 dt, + 0 ((In In waI2f)}, (5) 

(3) 
oiw) = exp{a-I(ln wa12)2 - 2a- I(ln wal2)(ln In wal2) 

oiw) = 2(a1T)1/2(21Ti)-1 1.: exp(a-I(ln wt)2 
+ 2a- 1 In wal2 + 0 ((In In waI2)2)} (6) 

Tnr,E)) 
+t-I)t-Idt, (4) 

as w~oo in any finite sector ofthe Riemann surface ofln w 
(for a proof see the Appendix). 

Set z = Izlei8, v = IvleiW, t = It Ie'</>. For Il,bl < E andj = 0, 1,2, .. , let us define 

f
+ ioo + C aJ 

B lil(v) = (21Tia)-1 J(eU) -. (T(ve - U)du, 
-ioo+c av] 

(7) 

where u = In z varies along the axis Re u = c, and the integral is independent of c, CE( - 00 ,co). The integral in (7) is absolutely 
convergent and defines thejth derivative of B (v) = B IOI(v), 

IBIJI(V)I = 1(21Tia)-lf+iOO+CJ(eU) (1Ta).I!2 1.: eV/'eu-'(u-ln'l't -I-Jdtdul 
- '00 + C (1Tl) fyjr,€,) 

<Do L+oooo IJ(ec+ ie) I (2 f exp(lvlr- 1 COS(EI - Il,bl + 1T/2))eU '(C-lnrl'exp( - a-I(EI - 10 I + 1T/2f)r- I -J dr 

(8) 

where the integral in r exists if Il,bl <EI <E, so that also by the bound If(ec+ i8)I<A 'eu-'1181-€-tr12I', implicit in (2), it follows 
that B (v) is analytic in the whole sector I arg(v) I < E. 

On the other hand, by inserting (1) into (7) (for j = 0) we have 

B (v) = (21Tia)-1 ( L+i~oo ++cc ~~~ akeku(T(ve - U)du + f_+i~oo ++cc RN(eU)oive - U)du ). 

By interchanging the order of integration and performing the Gaussian integral, the first term in (9) turns out to be 

1Ta . eu-'llnvtl'+t-'t -I L akexp((c + iO)(k _ 2a- l ln vt))eU '(c+ i8 l'dOdt ( )-1/2f f+OON-I 

(21Tl) yjr,€,) -00 k~O 

= ~~~ ake - uk'/4(21Ti)-1 iet _, ~ r' (vt )ket 't -I dt = ~~~ adk !euk '/4)-lvk. 

Therefore, by (9), (10), and (2) we have 

IB(V) - ~~~ adk!e
uk2

/
4
)-lvk I 

= 
1

2(1Ta)1/2 f evt f + ioo + C I 't -I . RN(eU)eU-'(u-lnt l' du dt 
(21Ti)2a Ret-'~r-' -/oo+C 

= 1T~2 evt-'t- I eu-'(W'-2i</>w-</>'IRN(ew+lnltl)dwdt 
1

2( )I!2f f+
iOO

+
C
' I 

(217'1) a Rec- ' =r- 1 -ioo +c' 

[where w = u - lnlt I, and c' can vary in ( - 00 ,co) if 2r< 1] 

<A lie t _, ~ ,_' evt 't -I f-+ 00

00 

eU-'(c" -18- <1>1'1 exp(a-I(O 2 - 2(E + 1T/2) Ie ileNe' + uN'/4N!8N It IN dO dt I 
(by choosing c' = - Na12, since Icp I <EI + 1T!2 < E + 1T/2) 

<AI iet _, ~ r_,8Nlevt '-'t -IN!t N dt I <A28
NN 1/2vN 
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(by choosing r = vi N). So, for all v such that 0 < v < 8 - I the remainder tends to zero as N----+ + 00. On the other hand the 
power-series expansion for B (v) near v = Oisjustconvergentin the disk Ivl <8 -I by (10) and by the bound lak I <A38k (k !)eak2/4 
implicit in (Z). Thus, B(v) defines an analytic function in the regionS(8,E) = Iv/lvl <8 -lor I arg(v) I <Ej, and it is uniquely 
determined by the a/so Besides, for large lvi, B (v) can be bounded by means of the estimate (6) on u(w) 

IB (v)1 <A4 I-+ 'x,'" / ea-'IIBI- ~_77-/2)2 exp{a-I(ln I~~~ + i(1,b - 8)Y 
+za-I(ln Ivla +i(I,b-8))-za-I(ln Ivla +i(I,b-8))ln(ln Ivla +i(I,b-8))+O(lnln IV la)2 +O(8)}/d8 

ZeC ZeC ZeC ZeC 

<A4 (I-+: e - 2a-'IE+ 7T12)1l1le2a -'1/!B e2a -'I1/!- B)ffI2eoIB)d8 )exp{a-I(ln j~~~ Y 
+Za-Iln Ivla -za-I(ln Ivla) (In In Ivla)+O(lnlnlvla)2}, 

Zec Zec Zec Zec 
(IZ) 

where the integral is convergent (and independent of Ivl) for jarg(v)j = jl,bj < E, and the estimate is correct for all CE( - 00 ,co). 
By the analyticity ofB (v) inS(8,E), by the bound (IZ) forlarge lvi, and by(5) we have, for any I,band¢ such that II,bI < E, I¢ I <l7/Z: 

/Z-I 100 

B (vei1/!)p(vei1/!z-l)ei1/! dv / <f V-I 100 

lexp - (a-I(ln vei1/!tei¢>z-I)2)e- i¢>t -2 dt B (vei"')ldv 

+ ea-'I"'- B)'loo V-I exp{ 6a- I(ln v; )(lnjz j - c) - a- l(lnjzIJ2 + a- Ie2 

+ za-I(ln~) (In ln~) + Za- 1817/Z - za-I(ln~) (In ln~) 
Zlzl Zlzl ZeC ZeC 

+ 0 (In In V)2 + 0(8) }dv<A5eOIB){ea- 'I1/! + ¢> - B)' 

+ e - a-'lln1zl)'exp(Za-I(lnlzl-I)(ln Inlzl-l))exp(a-I(1,b - 8)2 + Za- 1817/Z)}, (13) 

if only C is chosen such that lnlzl - e < 0 (which can be done uniformly for Izi small). Notice that (13) holds for 0 < Izl < eCo for 
any I,b and ¢ such that II,bI < E, I¢ I <l7/Z; and with ( - 17/2) in the second term if 8 > 0 and ( + l7/Z) if 8 < O. So, by suitably 
choosing I,b and ¢, 

/Z-I L'" p(vlz)B (v)dv I <A6 exp(a- I(18 1- l7/Z - Eof) 

(14) 

uniformly for any fixed Eo < E, for zED, for someA 6 independent of Z. In particular, the integral in (14) is absolutely convergent. 
One can verify that it equals the function!(z) by interchanging the order of integration and performing the two integrals as a 
logarithmic Borel sum, whose transform is not regular in the origin, but is a Borel sum: 

z- I 100 

p(vlz)B (v)dv = (al7) -I /2 100 

e - a- 'lin r Iz)' (t -I 100 

e - vltB (V)dV)t - I dr. (15) 

Alternatively, one can perform two Laplace transformations ~uch properties of B (v) and we prove that (1) and (2) are neces-
in the right-hand side of (15), while B (v) given by (7) can be sary conditions too for generalized logarithmic Borel sum-
computed showing the corresponding inversion formulas mability. 

j Theorem 2: Let B (v) be an analytic function in S (8,E) 
B (v) = (Zl7i)-1 JRet _, = r-' evltt -IZ(l7a)I/2(Zm'a)-1 = {vljvl < 8 -lor jarg(v)j < Ej, satisfying 

f
+iOO +c 

X . ea-'Iu -In t)'.!(eU)du. 
- 100 + c 

(16) 

Thus inserting (16) into (15) we have an identity and the crite­
rion is proved. 

From assumptions (1) and (Z) it actually follows that the 
generalized Borel transform B (v) is analytic for 
vES (8,E)= { vii v I < 8 -lor j arg(v) I < E J and satisfies a bound 
of the type (IZ) uniformly on each S (8l>Ed with 8 1> 8, EI < E. 

In view of Remark 1, such a bound is easily extended to any 
case with mEN: Indeed, by replacing a by am- 2 and v by 
vllm one checks (17). In the following theorem we assume 
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IB (v)l<exp{m2a- I(ln alvlllmlZmVf 

+ Zm2a- l ln(alvlllmI2mV) 

- Zm 2a- I(ln alvl llmlZm2eC )(ln In alvl llmlZm 2eC
) 

+ o (In In alvll/m/2m2eC
)} (17) 

for all eE( - oo,eo), uniformly on S(81,Ed for any 8 1 >8, 
EI < E. Then the function 

!(Z)=Z-I f" P{a.m) (vz-I)B (v)dv 

is analytic in the domain D of Theorem I and satisfies condi-
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tions of the type (1) and (2), where A, 8, E are, respectively, 
replaced by some Ao' 80 > 0, and by any Eo < E. 

Proof Without loss of generality we can treat the (a, 1) 
case (see Remark 1). LetB(v) satisfy (17), with m = 1, and 
analyticity in S (8,E). Then, in analogy with (13), one checks 
thatJ(z) exists and is analytic for zED. Moreover, for values of 
¢ and ¢ to be specified, we have 

N-I 
J(z) - I akzk 

k~O 

Xi'" e-a-'(1nte,Wlzl't-2e-i<l>e-"e",'--1'ltdtdv. (18) 

It is sufficient to bound the integral in v near v = 0, since at 
v = 00 the estimate is analogous to the one in (13) and it gives 
just 

Doe - a '(lnlzll'exp(2a-I(lnlzl-I)(ln Inlzl- I)) 

Xexp(a-I(le 1- rrl2 - Eo)2) (19) 

for some Do> 0, for any Eo < E. 
Near v = ° we have 

('" '/2 
X Jo (DdNvNe - vt 'cos(," - 4> I dv dt 

«D2t(N!)lzINeaN'/4ea '(4)-81' (20) 

if cos( ¢ - e) > 0, that is I ¢ - e I < rr 12. By suitably choosing 
¢ and ¢ (¢ = Eo + rr12, ¢ = EI, where Eo<EI <0 if e>o; 
¢ = - Eo -rrI2, ¢ = - EI if e<O) we have from (19) and 
(20) 

IRN(z)I<Ao(80 )N(N!)eaN '/4IzINexp(a- I(le l-rrl2 - Eo)2) 

uniformly for any fixed Eo> t and the theorem is proved. 
Remark 1: Let J(z) satisfy the condition of Theorem 1 

with parameters (a,m), m> 1, a> 0. If we consider ¢ (z) 
= J(zm) we have ¢ (z) satisfying conditions of the type (1) and 

(2) with parameters (am- 2,1) on D. Since Theorem 1 is 
proved for m = 1, the Borel transformE (w) exists and ¢ (z) is 
given by 

¢(z) =Z-I iao E(W)P(am-'.II(wz-l)dw. (21) 

By the relation P(am-'.l) (x) = xm - I P(a,ml (xm),j(z) is the 
(a,m) Borel sum, 

J(z) =Z-I L'" B(v)P(a.ml(vz-l)dv, (22) 

where B (v) = m -IE (vl/m). So the criterion is proved for 
a> 0, m > 1. Since (21) and (22) are equivalent, the argument 
can be reversed and Theorem 2 is proved for all a > 0, m > 1, 
too. 

III. APPLICATION 

To give a physical example in which Theorem 1 can be 
applied, let us consider the trace of the semigroup generated 
by H(fJ) =p2 +X2 +fJxm+ leX: Tr(e- tH (f3I), r;;.o,fJ>o. We 
examine a simplified model, suggested by 't Hooft, in which 
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the integral kernel K of e - tH (f3 I is replaced by K (I I, where the 
K (nl's are the approximating kernels in Trotter formula. 13 In 
the notation of Ref. 13 the trace corresponding to K(II is 
given by 

J
t- x 

Tt(j3) = _ '" K(II(X,X; - it)dx 

J
+x 

(2 )-1/2 -tlx'+f3xm+leXld = rrl e x. 
- 00 

Now we prove that the function TI(fJ) satisfies the hypoth­
eses of Theorem 1 (of course such a proof can be extended to 
all t =1= 1 by only varying the index a of the summation meth­
od). 

The Nth remainder of TI (j3) is given by 
N-I 

RN(fJ)-TI(fJ) - I akfJ k 
k~O 

= J-+ OC

OC 

(2rr)-1/2e - x' 

X (( - fJ)N IN!)xNlm + 1ieNxe - T/f3xm 1 le'dx, (23) 

where 0<11< 1,11 = 1I(j3xm + leX), and ~kakfJk is the asymp­
totic series expansion ofTI(j3). RN(fJ) is obviously analytic on 
the whole Riemann surface of the logarithm (e.g., by the 
translation x-x - In fJ ). Let e arg(j3 );;.0. Then we distin­
guish between the cases e<em and e> em, with fixed e~ 1. If 
e<em, by using the translation x-x - ie, it is not difficult 
to obtain the required bound (2) for the behavior with respect 
toN. 

If e > em let us choose the path 

x x(y) = y - ie + iE - (m + 1)ln(y - ie), YER (24) 

for fixed E in (0,rrI2). Then dx = (1 - (m + 1)(y - ie )-I)dy, 
whence Idxl<CI dy. Moreover lexpl -1IfJ(x(y))mex(YI}I<1. 
Let us fix y«m + 1)-1; then, for YE( - 00 ,ye) we have 

Ie x'l<exp( - (y - (m + 1)lnl y - ie If) 

X exp(( - e + Eo + (m + l)rrI2)2) (25) 

for some Eo > 0. Therefore, 

IRN(j3)1 «lfJl"'iN!)CI J~ex exp(( - e + Eo 

+ (m + 1 )rrI2)2 + ole ))e - (y - (m + Illnlyll' 

X Iy - (m + 1)lnlyll(m+ liN eNy-(m+ IINlnlyl dy 

+ (lfJI N IN!)CI (+ ""exp( - (y - (m + 1) Jye 
Xlnlylf) ee'+o(elly - (m + 1) 

xlnlyll(m+ IINeNYlyl-(m+ liN dy. 

The first integral in (26), by the inequality 

Iy - (m + 1)lnlyll(m+ liN 

«mN + N + 1)2(m+ IIN{lyl(m+ liN 

+ ((m + 1)lnlyl)(m + liN} 

(26) 

and by a saddle point argument,14 turns out to be less than 
(C2)N(lfJIN IN!) 

X exp(( - e + EI + (m + l)rrI2)2) N(m + IINeN'/4 (27) 
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for some Cz, € I > O. 
In order to estimate the second integral in (26) let us 

distinguish the cases N>2YO and N < 2YO. 
If N>2yO the second integral, in analogy with (27), is 

bounded by 

(C3 )N exp(( - N /2Y)(2€ + (m + 1)1T)) 

X (lfJI N/N!)e()'+o(()W(m+I)NeN'/4 

«C4tl13I Ne()' + o(())e- (2<+ (m + 1)17")() (mN)!eN'/4. (28) 

If N < 2yO the integrand is nonincreasing in the interval 
(rO, + (0) (provided that r«m + 1)-1) and the second inte­
gral in (26) is bounded by 

(Cst(lfJ IN /N!)e()2 + o(()) exp( - (yO - (m + 1)ln(yO W) 
X {(yo(m+ I)N + ((m + 1)ln(yO))(m+ I)N}eNy() 

<C6(CsnlfJ IN /N!)exp((O - €I - (m + 1)1T/2)Z), (29) 

since e - yl()2 + NY()<e - ()'(yl - 21"), where y is small. 

Therefore, by combining (27), (28), (29), and the analo­
gous estimate for O<cm, we have 

IRN(j3)I<Ao exp(( - 0 + €I + (m + 1)1T/2)Z)(mN)! 

(30) 

uniformly for NEN and 0>0. In a similar way one can pro­
ceed for 0 < O. Thus the hypothesis of Theorem 1 is verified 
and T1(j3) is uniquely defined by the asymptotic series 
!. k a kfJ k through the generalized Borel sum of order (I,m) as 
defined in the present work. 

APPENDIX: PROOF OF THE ASYMPTOTIC BEHAVIORS 
(5) AND (6) 

Let to = to(w) be the solution of the equation 
t -2 - 2a- l t -I In(wt) = Odefinedforw > o and analytically 
continued on the Riemann surface ofln w, for Iwllarge. In 
any finite sector of this surface we have 

to(w) = (~) (In W;)-I 
X( 1 + 0 ((In In w;) (In 7) -1)) as W--+oo. 

(AI) 

By the substitution t = to(w)r in (3) we have 
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p(w) = (1Ta)-I/Z(wto)-le - a-'(In(wto))' 

X Loo 

exp( - 2a-I(ln(wto)) p(r)) q(r)dr, (A2) 

wherep(r) = 1'-1 + In 1', q(r) = ea-'(In rl'r- z, and the integral 
in (A2) is uniformly convergent for Re In(wto) > O. Since 
p'(r) = 0 for l' = 1, an application of the Laplace method 
(Ref. 14, Chap. 4, Theorem 7.1) yields the asymptotic behav­
ior as wto---+ 00 in any finite sector of the Riemann surface of 
In(wto) 

p(w)-(1T/a)-I/zr m (wtO)-1 

Xexp( - a-I((ln wto)Z + In wto))(a-Iln wto)-I/Z. 
(A3) 

Inserting (AI) in (A3) we obtain (5). 
By an analogous substitution in the integral (4) and by 

choosing a contour y( I,E) containing the saddle point l' = 114 
we have 

u(w)-(a/1T) I/Zr m 
Xexp(a-I(ln wtolZ + 21n wto)(a-1ln wtO)-1/2 

(A4) 

in the same limit of (A3), whence (6) follows. 
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I. INTRODUCTION 

In this paper we shall consider the problem of solving 
the nonlinear integral equation 

h(xl+ah(x) f K(x,y)h(y)dy=S(x), xE(a,b), (1) 

where K (x, y) and S (x) are real non-negative functions in the 
real domains (a,b )x(a,b ) and (a,b ), respectively, anda is areal 
parameter. The class of nonlinear integral equations de­
scribed in Eq. (1) includes the nonlinear particle transport 
equation when removal effects are dominant. 1,2 In that case 
the dependent variable x is the particle speed ranging from 0 
to 00, a is equal to unity, the known term S (x) is the intensity 
of the external source, the unknown h (x) is related to the 
particle distribution function fIx) by 

h (x) = G{x)f(x), 

where G is the positive macroscopic removal collision fre­
quency ofthe host medium, and finally the (symmetric) ker­
nel K (x, y) is given by 

1 iX

+
Y 

K (x, y) = ug(u) du, 
2xG (x)G (y) Ix - yl 

where g is the microscopic removal collision frequency by 
the particles between themselves. On the other hand, Eq. (1) 
is also a generalization of a famous equation in transport 
theory, the so-called Chandrasekhar H-equation3

•
4 in which 

x ranges from 0 to 1, a = - 1, S (x) = I, h must be identified 
with the H-function, and 

K (x, y) = x1/J( y)/(x + y) 

for a non-negative characteristic function ¢. This latter 
equation has been widely studied in the literature,5.6 and due 
to the analyticity properties of its kernel, it has been possible 
to determine exactly the number and properties of solutions, 
and even to write them out explicitly. 

In this paper, after a preliminary investigation based on 
contraction mapping, we shall mainly employ positivity ar-

-) Permanent address: Nuclear Engineering Laboratory, University of Bo­
logna, Bologna, ltaly 40136. 

guments to study the existence and uniqueness of solutions 
to Eq. (1), with particular emphasis on positive solutions, 
that for the applications mentioned before, are the only 
physical ones. The convergence of iterative schemes for the 
solution of Eq. (1) will also be demonstrated. 

Throughout this paper we shall assume that S E Lp (a,b ) 
for some p, with I q< 00, and that the linear integral opera­
tor 

(Tf)(x) = r K(x,y)f(y) dy (2) 

is a bounded mapping of Lp(a,b} into L", (a,b), with norm 
II T II· A sufficient condition for that would be7 

i
b 1 I 

esssup IK(x,yWdy=M<oo, -+-= 1, (3) 
xE(a.b) a p q 

in which case liT" <M l/q. Further conditions that will be 
needed in some occasions are the following. 

Assumption 1: The function S is continuous and the ker­
nel K satisfies the requirement 

X~~2 f IK(xl,y) -K(X2'YW dy = 0, X l ,X2 E (a,b) 

(4) 

for any y E (a,b ). 
Assumption 2: (TS)(x) is bounded away from zero, 

namely, 

ess inf rb 

K(x,y)S(y) dy = 0>0. (5) 
x E (a,b) Ja 

We note that Eq. (1) may be rewritten either as 

h = A (h), A (h) = S - ah Th, (6a) 

or as 

h =B(h), B(h) =S/(l + aTh), (6b) 

both operators A and B being nonlinear, with A (0) 
=B(O) =S. 

Equations (1) can also be regarded as a particular Ham­
merstein equation; for example setting 

h (x) = [1 + af(x)]-l (7) 

one ends up with the equation of Hammerstein type8 
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fIx) = f K(x,y) ¢ [y,f(y)] dy, ¢ (x,u) = (1: au)' 

where however the usual assumption of continuity of ¢ with 
respect to u is violated at u = - 1Ia. 

II. GENERAL RESULTS 
We can obtain some quite general results by applying 

the contraction mapping theorem to the operator A in Eq. 
(6a). If h belongs to the closed ball of Lp with center at the 
origin and radius r, namely Ilh II <r, we get at once 

IA (h )I<S + lallh 11Th I<S + lalllTllllh Illh I 

and then 

IIA (h lIl<IIS II + lalllTllllh 112<IIS II + lalllTllr. 

In order to insure that IIA (h )11 <r we impose 

laIIITllr-r+ IISII<O, 

which leads to the conditions 

lal<1I(41ITIIIISII) (8) 
and 

_1_-~~_I-~41~al~II_T~III~IS~11 _1~+~~~I-~41~al~II~T~III~IS~11 <r<-
21aliiTil 21aliiTII (9a) 

Further, for A to be a contraction, we note that 

IA (htl-A (h2) I = lallh2(Th2 - Th l ) + (h2 - hI) Thll 

so that 

<lal(lITllllh2-hllllh21 

+ IITllllh l Illh2-hll) 

IIA (hd -A (hdl<laIIITII(llh211 + Ilhllllllhl - hdl 

<2rlalllTllllhl - h211, 

which leads to the restriction 

r<1I(2IaIIITII)· 

We can then state9 the following. 

(9b) 

Theorem 1: If a satisfies Eq. (8), there exists a unique 
solution h * to Eq. (1) in any closed ball of Lp(a,b )centered at 
the origin with radius r such that 

_1_-~~_I-~41~al~II_T.!.!-III~IS~11 ":'r< 1 
21aliiTil '" 21aliiTII 

Moreover, the iteration scheme 

hn =A (h n _ l ) 

(10) 

(11) 

converges in the Lp -norm to this unique solution if the initial 
guess ho is chosen in the ball. 

This theorem is valid under the general hypotheses of 
the Introduction [S (x) and K (x, y) non-negative, S E Lp ' T is a 
bounded operator of Lp intoL",,]. In this theorem, however, 
the non-negativity of Sand K plays no role, and can be 
dropped. 

A trivial corollary of the theorem is 

(12) 

and that other solutions, if any, will have a norm not less 
than 1/(2IaIIITIIl. 

If now, in addition to non-negativity of Sand K, we 
assume that a is positive, we can sharpen Theorem 1 to show 
the following. 
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Theorem 2: Let a > 0 satisfy Eq. (8). Then Eq. (I) has at 
least one non-negative solution h * E Lp with 

(13) 

which is the unique Lp -solution with norm less than 11 
(2aIlTII), and is the limit (in the Lp-norm) of the iterative 
scheme (11) for any initial guess ho with 

(14) 

Ifin additionho is non-negative and less thanS, all hn are also 
non-negative and less thanS. [Whenever the context is clear, 
we will use the notationg<f to meang(x) <f(x) a.e. for x E (a,b ).] 

Prool The proof of this last theorem follows quickly 
from Theorem 1. The unique solution h * in the ball defined 
by Eq. (10) is the limit of the sequence (11), and is indepen­
dent of ho, provided ho satisfies Eq. (14). We then take 
O<ho<S, and show by induction that O<hn <So Suppose 
O<hn _ I <S;then hn <S follows immediately from Eq. (6a) for 
a> 0 and hn _ I ;;;.0. In addition, 

hn =A (h n _ I );;;,S[1- aThn - d 
;;;'S[1-aIlTllllhn _ I II];;;.O, 

since IIhn _ III < 1/(~1 Til) is guaranteed afortion, hn _ I being 
in the ball (10). This proves both inequalities for hn' and thus 
for h * in the limit for n-oo. Therefore, O<h *<S, and 
IIh *II<IIS II [which is of course stronger than Eq. (12)]. Final­
ly, we note from Eq. (1) with a> 0 and h *;;;.0 that 

liS 1I<lIh *11 + allh *11 11Th *1I<lIh *11 + allTllllh *112 
from which the other inequality in Eq. (13) follows directly. 
This completes the proof of the theorem. 

From this proof we also note further that starting from 
anon-negative initial guess in the ballllh II < liS II the iterative 
procedure is positivity preserving inside the same ball for 

a< 1I(IITIlIISII), (15) 
which is weaker than the condition for convergence given by 
Eq. (8). 

There of course may be other solutions of Eq. (1) than 
h *. In this regard we write 

Lemma 1: Let a> 0, and suppose that a nonpositive 
solution h to Eq. (1) exists in Lp. Then 

IIhll:;.I+~I+4aIlTIlIiSIi. (16) 
p 2allTil 

[Note that the right-hand side is greater than 1/(all T II) which 
is twice the lower bound in Theorem 1.] 

Prool To prove Eq. (16) it is sufficient to write 
S = - h [aT( - h) - 1], with Sand - h non-negative, and 
a[T( - h)] > I, so that, taking norms, we find 

liS 1I<lIh II ess sup[aT( - h) - 1]<lIh lI(allTllllh 11- 1) 

= allTllllh 112 - Ilh II, 

which yields 

allTllllh 112 -lih II-IISII;;;.O 
from which Eq. (16) easily follows. 

Another general result can be established for positive a. 
We write 
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Lemma 2: Let a > 0 and Assumption 1 hold. Then, if a 
non-negative solution hELp exists, this solution is necessar­
ily continuous, and is positive if and only if S is positive. 

Proof By Eq. (4) Tmaps Lp functions into continuous 
functions, so that 1 + aTh is continuous and bounded away 
from zero. ThusB (h) is continuous sinceS is continuous and 
vanishes where S is zero, and only there. 

We can complete Theorem 2 and Lemma 1 by writing 
Theorem 3: If a solution h to Eq. (I) exists, and there 

exists an E> 0 for which 

Ilh 11«I-E)/laIIITII, (17) 

then h is non-negative. It is also continuous when Assump­
tion 1 holds. 

Proof The proof follows from 1 + aTh > E, which en­
sures that the denominator of B (h ) is positive and bounded 
away from zero (and continuous under Assumption 1). 

Results somewhat similar to Theorems 2 and 3 can also 
be shown for the case a < O. It proves convenient to refer to 
Eq. (6a), and look for the fixed points of the operator A de­
fined by 

A(h)=S+/3hTh, /3= -a= lal>O. (18) 

It is clear that now A has several nice properties. It is a con­
tinuous operator in Lp ' since from 

IA (iJ) - A (Iz)! = /31(iJ - Iz) TiJ + IzT(iJ - 1z)1 

<f3II T IIUliJllliJ -izi + IliJ -Izllllzil 

it is easily seen that for any iJ,1z E L p ' 

IIA (iJ) -A (1z)1I<f3IITIIUlflll + 1IIzIDlliJ - 1z11· (19) 

In addition,A is positive If;;;.O implies A (f);;;.S;;;'O] and mono­
tone in the cone of the non-negative functions, since for iJ;;;.1z 
we have 

A (iJ) -A (Iz) =/3(iJ - Iz) TiJ +/3IzT(f.. - 1z);;;.0. 
(20) 

We can prove 
Lemma 3: Let /3 = - a > 0 and 

/3< 1/(411 T II liS ID· (21) 

Then the operator A maps the so-called conical seg­
ment 10 (O,cS) into itself for any c such that 

1 -~1 - 4/3I1TIIIISII 1 +~1 - 4/3II T IIIISII (22) 
2f3IITIIIISII <c< 2/3II T IIIISII . 

Proof If in fact h belongs to the conical segment (O,cS) 
we get 

A (h);;;.S;;;'O 

and 

A (h) = S +/3hTh<S +/3c2STS<S + /3c2 I1TIIIIS liS. 

Thus the requirement A (h )<cS leads to the inequality 

/3IITIIIIS IIc2 
- c + 1<0, 

which is equivalent to Eqs. (21) and (22). Note that the left­
hand side in Eq. (22) is always greater than unity. 

From the continuity and monotonicity of A, from 
Lemma 3, and from the regularity of the cone of the non­
negative functions in L p ' we can deduce immediatelylO the 
following. 
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Theorem 4: Under the assumptions of Lemma 3, Eq. 
(6a) has at least one non-negative solutionh * belonging to the 
conical segment (O,cS), wherec satisfies Eq. (22), and which 
is given by the limit (pointwise and in norm) of the monoton­
ic successive approximations 

23) 

The conical segment to which h * belongs can further be 
sharpened by observing that for any non-negative solution 
we have h = A (h );;;.S, so that we may write 

S<.h *<.1 - ~l - 4/3IITIIIIS II s. 
'" '" 2/311 T II liS II 

(24) 

It is worth noticing that Theorem 4 and Eq. (24) are in agree­
ment with Theorem 1 and Eq. (12), and that Eq. (8) coincides 
with Eq. (21). The results are complementary and strengthen 
each other. The solution h * of both theorems can be obtained 
starting from any initial guess allowed by Theorem 1, the 
solution is non-negative and satisfies Eq. (24) (Theorem 4), 
and there are no other solutions with norm less than 1/ 
(2/3IITII) (Theorem 1). Other solutions, possibly positive, 
might occur beyond the latter limit. When /3 is larger than 
1/(411 TilliS Ill, a non-negative solution might even fail to ex­
ist. 

The results obtained so far all require restrictions on the 
parameter a. We might search for conditions ensuring the 
existence and possibly the uniqueness of non-negative solu­
tions to Eq. (1) without restrictions on the parameter a. 
However, the simple examples in the following section illus­
trate that this search might be fruitless for the case a < O. 

III. SOME EXAMPLES 

Equation (1) can be reduced to the solution of a system 
of transcendental equations for a finite number of scalar co­
efficients when the kernel K (x,y) is degenerate (of finite rank 
N), namely, 

N 

K(x,y) = I Xn (x)Yn (y) (25) 
n=l 

with for instance Yn E L p ' Xn E L 00' and of course Xn ;;;'0, 
Yn ;;;.0. We will consider two very simple examples with the 
lowest possible order of degeneracy. 

Example 1: K (x, y) = const = k. Setting 

5= f h(x)dx, s= f S(x)dx 

we get at once 

h (x) = S(x)/(1 + aks)· (26) 

Now integrating over x, we obtain the second-degree alge­
braic equation for 5 

aks 2 + 5 - s = 0, (27) 

which always has two roots, with different features accord­
ing to the values of a, k, and s. For a> 0 there are always two 
real solutions 

5 = ( - 1 ± ~ 1 + 4aks )f2ak, (28) 

one positive, with the lower magnitude, and one negative, in 
agreement with Eqs. (13) and (16), respectively, but without 
any other restriction on a. When a < 0, and if we are interest-
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ed in real solutions only, there are no solutions for lal > 1/ 
(4ks) [see Eq. (8)], and there are two positive roots for S when 
lal < 1/(4ks). Thus for the original unknown h (x) we obtain 
one non-negative and one nonpositive solution (the latter 
with larger norm) for a> 0, two non-negative solutions for 
- 1 (4ks) < a < 0, and no solutions for a < - 1/(4ks). In this 

example the solution is in fact reduced to the analysis of a 
quadratic algebraic equation and the solution depends mere­
lyon the sign of the numerical coefficients. Note that the 
factor 1 + akS never vanishes. 

It seems reasonable to expect similar trends in general 
for Eq. (1). Of course the similarity cannot be interpreted 
literally, as shown by the following example. 

Example 2: h (x) + xh (x)f~ yh (y) dy = 1. Setting 

S= f xh (x) dx 

we get at once (1 + sx) h (x) = 1, and then 

h (x) = 1/(1 + sx), (29) 

where for an Lp -solution we discard all values of S less than 
or equal to - 1. For S = ° we would get h = 1 which contra­
dicts the hypothesis S = 0. For - 1 < S < ° or S > ° we mul­
tiply Eq. (29) by x and integrate, to get 

S= 1/S-(1/s 2)ln 11 +sl· (30) 

For S> - 1, s:;60 all the roots of the transcendental equa­
tion (not algebraic any more, so that the number of roots is 
unknown a priroi) yield a positive solution h in Lp. It is easy 
to check that there is only one root So:;60, with O<So< 1. 
Thus as in Example 1 (with a> 0), there is a unique non­
negative solution, but now no other solutions exist, neither 
negative, nor of changing sign. 

Other well-known examples are available in the litera­
ture. The Chandrasekhar H-equation 

H(x) - xH(x) t tP(y) h (y) dy = 1, (31) 
Jo x+y 

with 

11 1 
tP(x);>O, tPo = tP(x) dx<- , 

o 2 

(a = - 1 in our notation) has one solution which is positive 
on (0,1) for tPo = ! and two positive solutions or just one posi­
tive solution for tPo < ! depending on the particular form of 
tP(x).s In the former case the modified form of the same equa­
tion4 

F(x) + F(x) t ytP(y)F(y)dy 
~ 1 - 2tPo Jo x + y ~1 - 2tPo 

(32) 

(with a> ° in our notation) has two solutions, one positive 
and one negative on (0,1), and no other solutions. II 

Example 1 above shows the non-negative solutions can 
actually fail to exist for some negative values of the param­
eter a, and that for other negative values of a two non-nega­
tive solutions can also actually occur, even in the simplest 
case where Eq' (6a) is amenable to a simple quadratic alge­
braic equation. It is then apparent that in general (i.e., with­
out restrictions on a) existence and/or uniqueness theorems 
can not be formulated. However, for a > ° some very general 
results independent of the magnitude of a can be formulated. 
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These results require only the very weak conditions on Sand 
K outlined in the Introduction. 

IV. THE CASE OF POSITIVE a 

In this section we will look for non-negative solutions to 
Eq. (1) when a> 0. In particular we look for non-negative 
fixed points of the operator B in Eq. (6b), which is more 
convenient to handle thanA, since it is always positivity pre­
serving. It is clear that the linear operator T is positive (.1>0 
implies T.I>0) and monotone lO (/1;>/2 implies TJ;;>Th)' B is 
also positive, but not montone, since J;;>h implies 
B (J;)<B (h). But just for this reason B 2 (still positive) is then 
monotone, i.e., B 2(J;);>B 2(h). Other properties of B with re­
spect to the cone of the non-negative functions in Lp are 
B(/)<SandB(/);>S/(1 +aIITIIII/IIl for .1>0, namely 

al(f)S<B (f) <fJI(f)S, al(f) = [1 + a11T1111 FII]-I, 

fJI(f) = 1, (33) 

for any .1>0. Also, for any .1>0 and r E (0,1) we have 

B(rl) = 1 +aTI 
B(f) 1 +raTI 

= 1 + (1 - r) a TI ;> 1 = r + ~ - r), 
1 +raTI 

1 - r= 1/>0. (34) 

Equations (33) and (34) guarantee that B is S-concave. 10 

Moreover B is a continouous operator with respect to 
the cone of non-negative functions in Lp. We have in fact, 
for II'!; E Lp (a,b ), II and!; non-negative, a> ° 

IB(J;) -B(h)1 = as ITI2 - Till 
(1 + aTld(1 + aT12) 

<aIITIIIIJ; -hilS 

and thus 

(35) 

which proves the continuity, and shows that Eq. (15) above is 
a condition for B to be a contraction. 

As for the problem of non-negative solution to Eq. (6b), 
we remark that if h is such a solution, then h<S and 
h = B (h );>B (S). All non-negative solutions are then located 
in the strip. 

S S --.:.::.-.--< <h<S. (36) 
1 +aIlTIlIISII 1 +aTS 

With these results at hand we can now draw the follow­
ing conclusions. 

Lemma 4: Let a > 0. Consider the successive approxi­
mation scheme 

hn = B I(zn _ d, ho = 0, (37) 
where obviously O<hn <So Then (i) the even subsequence 
{ hn J ,n = 0, 2, 4, ... , is monotonically nondecreasing and con­
verges pointwise and in norm to a non-negative limit h e<s 
belonging to Lp; (ii) the odd subsequence {hn J, n = 1, 3, 5, ... , 
is monotonically nonincreasing and converges point-wise 
and in norm to a non-negative limit hO <S belonging to Lp; 
(iii) any approximation from the even subsequence is less 
than or equal to any approximation from the odd subse­
quence (no overlapping); and finally (iv) the even and odd 
limits are such that 
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(38) 

Proo!' Note first that if hn _ I <hn' then B (hn _ d>B I(zn)' 
Thus we have hn >hn + I' hn + I <hn + 2' and so on (reversed at 
any step). Now if hn _ I <hn + I' then by analogous argument 
we see that hn >hn + 2' hn + I <hn + 3' and so on (conserved for 
terms of the same parity). Because we have taken ho = 0, we 
have ho<hl = Sand ho<h2 = S[1 + aTS]-I. Thus the oscil­
lating behavior of the sequence, the monotonicity of subse­
quences, and the non-overlapping follow by induction. Be­
cause the subsequences are bounded above and below by S 
and 0, respectively, they converge pointwise. Further be­
cause the cone of non-negative functions in Lp is regular, 10 

the even and odd subsequences also converge in Lp norm to 
he E Lp and hOE Lp' respectively, both limits lying in the 
strip (36). If he = h 0, Eq. (38) is obviously true. Ifhe#ho the 
two limits must be related by 

S =B(he) 
1 + aTh e 

(39) 

from which Eq. (38) follows. 
Sufficient conditions for the convergence of the itera­

tive scheme (37) are given by the following. 
Lemma 5: Let a> 0 and suppose that either Eq. (15) 

holds or the kemelK is symmeric, i.e., K (y,x) = K (x, y). Then 
I 

Thus for any fixed p we have (since S E Lp) 

lim Ihn + I - hn _ p + 11 = 0 = lim Ilh n + I - hn - p + 111 _00 _00 
so that a pointwise and Lp -limit h * exist, and is in the strip 
(36). We now show that 

1 n 
lim - I hj = h * 
n~oo n j ~ I 

(41) 

in the sense of both pointwise and Lp -convergence. Let t> 0 
be fixed, and n€ be the corresponding index for which 
Ih * -hj 1< tfor any j> n€. We may then write for n > n€ 
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I 

the even and odd limits of Lemma 4 coincide, and the com­
mon value h * is a non-negative solution of Eq. (6b). 

Proof: IfEq. (15) holds then the operator B is a contrac­
tion. If then h e#h 0 we see from Eq. (39) that the contradic­
tion 

Ilh 0 - hell = liB (h e) - B (h 0) < Ilh e - h 011 

would follow. On the other hand, if the kernel K is symmet­
ric, integration ofEq. (38) over (a,b) gives at once 

f [h O(x) - h e(x)] dx = 0, 

where the integrand is non-negative. Thus we have 
h 0 = h e = h * and from Eq. (39) it follows finally that 
h * = B (h *) which completes the proof. 

Stronger results follow from the next theorem which 
gives the main result concerning existence of non-negative 
solutions. 

Theorem 5: Let a> 0, and consider the iterative scheme 

hn + 1 = B (~ i hj ), O<h I <SO 
n j~ I 

(40) 

Then the sequence hn converges pointwise and in the 
Lp-norm to alimith * in the strip (36) which is anon-negative 
solution ofEq. (6b). 

Proo!' All hn' starting from h2' are in the strip (36). For 
any fixed n, and p with 1 <p < n we have 

and therefore the left-hand side can be made smaller than 
any fixed positive number, provided n is large enough. This 
proves Eq. (41) for the pointwise convergence. The proof of 
convergence in the Lp-norm proceeds in a similar manner 
with moduli replaced by norms. (It is understood, here and 
elsewhere that pointwise properties are "almost every­
where"; thusS could even diverge on a set of zero measure.) 
Note from Eq. (41) that the nth approximation is, when n is 
large, just the arithmetic average of the preceding ones. Now 
from Eq. (40) and the continuity of B it follows that 
h * = B (h *), and the existence theorem is complete. We note 
in passing that the pointwise convergenceB ((l/n)L;~ 1 hj ) to 
B (h *) can be proved even without continuity of B if we as­
sume that T maps sequences in Lp converging in norm into 
pointwise converging sequences. 

We now consider the problem of uniqueness of non­
negative solutions. To this end note the following. 

Lemma 6: Let a > 0 and Assumption 2 hold. Then B 2 is 
an S-concave operator. 10 

Proo!' From Eq. (33) we get directly, for any hELp, 
h>O 
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a2(h )S<B 2(h )</32(h )S, a2(h) = al[B (h )], 

/32(h ) = /31[B (h )]. (42) 

We then consider, for a fixed non-negativeh in Lp , and for a 
fixed y with 0 < y < 1, the quantity B 2(yh ); it can be shown 
that there exists a number TJ = TJ(y,h ) > 0 such that 

B 2(yh »( 1 + 77) yB 2(h ) (43) 

and therefore, by Eqs. (42) and (43), B 2 isS-concave. Proving 
Eq. (43) is equivalent to proving 

1 + aTB (h »( 1 + TJ) y[1 + aTB (yh )], 

which is satisfied if 

o l-y+aT[B(h)-yB(yh)] 
<TJ< y[l+aTB(yh)] . 

It is then sufficient to choose (since T is linear and positive) 

1- y a al(yh) 

0<77<----:;- 1 +aIITIIIISII 1 + a1ITllllh II TS 

l-y a TB(yh) 
~------------------~~~ 
'" y 1 +a1ITllllhll 1 +aTB(yh) 

or by Eq. (5) 

1 - Y {j al(yh) 
O<TJ<--y-- 1 +aIITIIIISII 1 +allTllllh II' 

(44) 

where the right-hand side is positive by Assumption 2. 
Our final theorem gives sufficient conditions for uni­

queness of non-negative solutions. 
Theorem 6: Let a > 0 and suppose either a satisfies Eq. 

(15) or Assumption 2 holds. Then Eq. (6b) has a unique non­
negative solution h * given by Theorem 5. 

Proot IfEq. (15) is satisfied, B is a contraction and h * is 
necessarily the only non-negative solution, for if another 
non-negative solution h existed, with h #-h *, we would im­
mediately get the contradiction 

Ilh *-h II = IIB(h *) -B(h )11 < Ilh * - h II· 
If Assumption 2 holds, then by the previous lemma, B 2 is S­
concave, and as such it has at most one non-negative fixed 
point. 10 Since all fixed points of B are also fixed points of B 2, 

and one non-negative fixed point h * of B exists, then h * is 
necessarily the unique non-negative solution ofEq. (6b). 

Corollary 1: Let the hypotheses of Theorem 6 be satis­
fied. Then the iterative scheme (40) converges to the same 
limit h * whatever the initial guess h I in (40), and further the 
iterative scheme (37) also converges to h * for any initial guess 
ha, with O<ho<S, 

Proof The first part of the corollary is a direct conse­
quence of uniqueness. The second part follows from noting 
that the even subsequence is just the whole sequence for the 
equation h = B 2(h ) with initial guess ho, and converges thus 
monotonicallylO to h *, the unique non-negative fixed point 
of B 2 and B. The same occurs to add subsequence, which is 
the whole sequence for h = B 2(h ) with initial guess hi' 

V. CONCLUSIONS 

We have given existence and uniqueness theorems for 
the solution of the nonlinear Eq. (1) under assumption of 
non-negativity and a couple of very mild smoothness re­
quirements for the known term S and linear kernel K. Most 
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of the theorems are constructive, since they provide the way 
to evaluate the solution. Particular emphasis has been given 
to the existence of non-negative solutions. For a > 0 a non­
negative solution always exists, and is unique under a very 
weak positivity assumption on K and S. In any case it is 
unique if a is small enough. On the other hand, for a < 0 
there is at least one non-negative solution as long as the mag­
nitude of a is small enough, but it is in general not unique. 
Moreover, for a < 0 and lal large, non-negative solutions 
can fail to exist. 

The analysis of bifurcation with respect to the param­
eter a deserves further investigation. 

Another tool to get more insight into the problem 
would be a generalization of the analyticity argument used in 
Ref. 5 for the Chandrasekhar H-equation. It is always possi­
ble to rewrite Eq. (1) as 

[h(X)]-1 = 1 +a f K(x,y)h(y)dy (45) 

and assuming that the new kernel satisfies 

K (x, y)K ( - x,z) = K (y,z) K (x, y) + K (z, y) K ( - x,z), (46) 

one gets the factorization 

[h (x)h ( - x)] -I = T(x) 

=1 +a f [K(x,y) +K( -x,y)] dy, 

(47) 

which could allow some explicit results depending on the 
analyticity properties of the "dispersion function" T(x). An 
example of a kernel satisfying Eq. (46) is provided by the 
straightforward generalization ofEq. (32) 

K (x, y) = ¢ (x)tf!( y) (48) 
¢(x) +¢(y) 

with ¢ ( - x) = - ¢ (x), for which 

T(x) = 1 + 2a¢ 2(X) fb tf!(y) dy. 
Ja ¢ 2(X) _ ¢ 2(y) 

This approach will be, hopefully, a matter for further re­
search. 
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The notion of star diagram, previously introduced for the study of Green functions of nonlinear 
differential operators is formulated in an algebraic frame. Two theorems are presented which 
make the structure of these functions explicit. 

PACS numbers: 02.30.Tb, 02.30.Hq 

I. INTRODUCTION 

In preceding papers,I,Z we introduced the notion of star 
diagrams, with the object of making the retarded n-point 
functions of some nonlinear differential operators explicit. A 
v-star, v = 0,1,2, ... ,3 is a diagram of the form 

with which is associated the kernel 

E,,(t;'T1, ... ,'T,,)=O(t - sup('T1, ... ,'T"ll(a(t) - a(sup('T1,· .. ,'T,,))), 

where a is a given function. A star diagram is constituted by 
a juxtaposition of stars, tied by some of their extremities; in 
addition, to each of the extremities is assigned a cross that 
represents the source function TJ (vanishing for negative t ). 
With such a diagram is associated the integral, over the var­
iables 'T, of the product of the kernels and source functions 
involved. For instance, we have the correspondences 

Ox --+ f d'Tl d'Tz TJ('TdTJ('Tz)(Ez(t;'TI,'Tzll
z
. 

In addition, an exceptional diagram represented by a single 
cross has to be introduced, with the correspondence rule 

X --+~(t )= L d'T TJ('T)· 

Disconnected diagrams may appear and the function asso­
ciated with such a diagram is the product of the functions 
associated with each of its connected components. 

The aim of the present paper is to prove the following 
theorems. 

Theorem 1 : Let Pbe a polynomial with constant coeffi­
cients, a a given function, and TJ an arbitrary function of t, 
both continuous for (#0 and vanishing for t < 0.4 The retard­
ed solution of the differential equation 

dx dt - aft )P (x) = TJ(t ) (E) 

is represented by a linear combination (generally infinite) of 

star diagrams, with a(t) = f~a('T)d'T. 

Theorem 2 : Any star diagram is equivalent to a linear 
combination of tree star diagrams. 

Theorem 1 allows us to give explicit algebraic expres­
sions of the n-point functions Gn , the latter being defined as 
the kernels of the expansion of x( t ) considered as a functional 
of TJ, that is to say, 

00 1 f 
x(t) = n~ln! d'TJ" .. d'Tn Gn(t;'TW .. ,'Tn)TJ('T1)"·TJ('Tn)· 

For instance, the kernels associated with the two preceding 
examples are, respectively, 

4! sym(E3(t;'T1,'TZ''T3) E Z(t;'T3,'T4ll 
and 

2! (Ez(t;'Tl>'Tz)f, 

where sym means the symmetrization on the 'T-variables. Af­
terwards, Theorem 2 asserts that x( t ) can be expressed exclu­
sively with the help of trees. 

Thus the present results improve that of Ref. 2, in which 
stars of a more complicated structure appeared (stars with 
dressed centers), resulting in completely explicit expressions 
of the G n 's in the only case where P reduces to a monomial. 
In fact, they completely establish the conjecture put forward 
in Ref. 2. 

II. PROOF OF THEOREM 1 

In a first step, let us consider the star diagrams as ab­
stract symbols (i.e., without reference to the value assigned 
to them in the Introduction). Let .s::I be the free commutative 
algebra with unity generated by all the connected diagrams. 
In this algebra, the product of generators A 1Az ... An is iden­
tified as the diagram having A I' A z, ... ,A n as connected com­
ponents. Let a be the derivation of.s::l defined as follows: for 
any diagram A, the derivative aA is the sum of all possible 
diagrams obtained by removing from A one center of star. In 
particular, , 'V 

a X = 0, a· = 1, a 
v 

~, 

a Vx = 2~ , and soon. 

It is obvious that .s::I may be endowed with a structure of 
graded algebra, the degree of a diagram being the number N 
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of stars it contains. Accordingly, we write d = ffi N = 0 d N, 

and we have ad N Cd N.I' 

Now, according to the expression of the kernel Ev, the 
derivative d / dt of the value associated with a v-star is given 
by 

,-I'v*-' d ' , 
- , .' =a(t) X"'X, 
dt \' -....-

V 

this being true whatever may be the diagram in which this 
star is inserted. This implies that, for any regular diagram A 
(that is, not having any connected component reduced to a 
single cross), we have 

~ (A) = a(t)(aA), 
dt 

where (A ) denotes the value of A. 

(1) 

Then, let us try to construct the retarded solution x of 
(E) under the form x = (X), where X is a combination of 
diagrams of the form 

X = X + (regular terms). (2) 

In that expression, it will be necessary to admit a combina­
tion of an infinite number of terms. Thus the problem is 
posed in the (infinite) direct product 

00 

d= II d N , 
N=O 

which contains d.5 The corresponding value (A ) of AEd, 
then must be considered as a formal power series with re­
spect to a. The equation (E) will be satisfied if we have 

ax = PIX). (3) 

To solve this equation by a recursive process, let us introduce 
for any element A of d, the expansion 

00 

A = LAN' ANEdN, 
N=O 

so that (2) and (3) give 

Xo= X, (4) 

aXN+ 1 =P(X)N' N>O. (5) 
This last equation will furnish a solution for X N + I in terms 
oftheXk , O<.k<.N, which are the only ones occurring in the 
right-hand side, if one can show that a:d N + I --d N is sur­
jective. 

In fact, let us show that a admits right inverses: Let M 
be any operator such as [a,M] = 1; if DNEd N we can write 

( - W - I M k - I ak - I D _ ( - l)k M k akD 
(k _ I)! N k! N 

=(-W-laMkak-ID. (6) 
k! N 

Since IN + I DN = 0, by summing (6) over k, we obtain the 
identity6 

DN=a(f (-l\k-IMkak-IDN) 
k=1 k. 

(

N+I( l)k-1 ) 
=a L - 1 Mkak-IDN · 

k=1 k. 

By putting DN = P (X )N' this gives 
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(7) 

which satisfies (5). It remains to exhibit an operator M such 
as [a,M] = 1. An immediate solution Mo is given by 
Mo(A ) = ·A, VAEd. Since Mo is simply the multiplication 
by the diagram • , one easily verifies that the corresponding 
solution of(3) can be identified with the solution of the scalar 
equation 

a -x = PIx), x(a = 0) = 1/ 
aa 

by the correspondence rules 

• -+a, X --1/, 

(8) 

where a and 1/ are real variables, and x is a function of these 
variables. However, such a solution does not satisfy (2). This 
condition will be satisfied if we choose M so that the trans­
formed M (A ) of any diagram A is the diagram obtained by 
adding toA a point andjoining it to each cross ofA. With this 
definition, all the terms in the right-hand side of (7) indeed 
have a point joined to each cross and therefore are regular. 
This completes the proof of Theorem 1. 

For example, the first few terms of the solution for 

Px = (a/2)x2 + (b /6)x3 

are given by 

X= X +~)!-+i( b ~ 
2 +'6"'\. 

+~-<l _:~+a:+ 

-~++!!!!.... ~ 24 4 ""T" 

+~; *-~: * 
+ .... (9) 

Passing to the retarded solution x = (X), we obtain the 
n-point functions: 

G2(t;1'I,1'2) = aE2(t;1'I,1'2)' 

G3(t;1'j>1'2,1'3) = bE3(t;1'j>1'2,1'3) 

and so on. 

+ 3a2[sym(E2(t;1' 1'1' 2)E3(t;1' 1,1'2,1'3)) 

- !(E3(t;1'I,1'2,1'3)n 

One easily verifies that, as soon as the degree of Pis 
greater than 1, diagrams with loops appear in each of the 
X N 's for N> 1; they come, for example, from the terms with 
k>2 in (7) because of the form of the operator M. Theorem 2, 
that we now prove, allows a representation of x(t ) involving 
diagrams of a simpler structure, namely tree diagrams. 

III. PROOF OF THEOREM 2 

If (A) = (B), A, BEd, we say that the two elements 
A and B are equivalent, and write A =.B. Let us prove that 
any diagram A is equivalent to a linear combination of tree 
diagrams. 
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In a first step, let us consider the following diagram 
reduced to a loop: 

a 

----"" 

, , 

/' 

\ 

, 

, , , 
I , 

I 
I 

It will be necessary to distinguish the points (and the crosses) 
of An according to their labels, and consequently we denote 
as ak An the part of aAn obtained by the derivation on the 
only point k. We then have 

n 

aAn = I akAn· 
k~1 

We shall show that A n is equivalent to one combination of 
the diagrams obtained from An by suppressing some con­
necting lines of the type (a'a), l.;;;a.;;;n. Such a term can be 
denoted by a symbol of the form (Bp, Bp2 ... Bpk t, whereBp is 
the diagram 

Bp=, ........... ~ 

P points, 
lying along an arc of the loop An, and m is the rank in the 
sequence B .. ·B of the point which coincides with the 

PI Ph 

point oflabel 1. 
The equivalence we want to show is An ~Cn with 

Cn = i (_l)k-' I i (Bp, ... Bpkt· (10) 
k = 1 k (P"''',Pk) m ~ I 

Pj>l 
k 

j~tj= n 

Clearly the right member of (10) is invariant under the cyclic 
permutations of (1 ,2 ... n). A further notation for the terms 
occurring in (10) isB!,Bq2 ... Bqk , l.;;;q.;;;q" whereBq, is the 
section containing the point labeled 1, and q is the rank in the 
sequence B q, .. ·B qk of this point. We have 

(B .. ·B )m=Bm-(P,+"'+P/) ... B B .. ·B 
PI Pk p/+ I PI(. PI PI' 

withp, + ... + PI < m<p1 + P2 + .. , + PI+ l' so that the 
expression (10) becomes 

n q, 

Cn= I(-l)k-' I IB:, ... Bqk · 
k = I 10" .... Ok) q = I 

qj>1 
k 
I qj= n 

j=1 

Denoting by Dr the diagram 

2' (r + 2)' 
~ ..... ~ 

lying along the loop, we have 
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n ql-1 

alcn = I(-W- I I I DrBq2 .. ·BqkBq,_r_1 
k = I (q •• ···.qk) r= 0 

n-l n-l 

= IDrI 
r~O I~O 

/ 

qj;>1 
k r qj~. 

j= 1 

I 
/.pl •... ,p/l 

Pi;> I 
L Pi="~r-I 

i=1 

B ... p, 
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The right member of the last equation is equal to alAn, so 
that alCn = alAn. Due to the cyclic invariance, this gives 
akAn = ak Cn, 1 <k<n. 

To continue to distinguish the points (and the crosses) in 
the value of the diagram, we have to affect, instead of a, 
different functions a k , 1 .;;;k,;;;n, to the different points, and 
not to integrate on the 1'-variables attached to the crosses. 
The value so defined, denoted by « », is then a kernel 
[containing the factor IT;, e (t - 1';' I]. Formula (1) for regular 
diagrams is generalized into 

(11) 

where k runs over the set of the points. 
SinceAn and Cn are regular, formula (11) implies 

!!...( (An» = !!...( (Cn ) ). 
dt dt 

These functions being continuous and retarded, as can be 
easily verified, this yields the equality «An» = « Cn» 
and finally (An) = (Cn ). 

For example, for n = 2, we have the equivalence 

and, between the corresponding kernels, the equality 

(al(t) - a l(sup(1'1','1'2')))(a2(t) - a 2(sup(1'1','1'2'))) 

= (al(t) - a l(1'2'))(a2(t) - a2(sup(1'1',1'2'))) 

+ (al(t) - a.(sup(1'1','1'2')))(a2(t) - a 2{7.')) 

- (al(t) - a lh'))(a2(t) - a 2(1't')). 

(12) 

Thus, each loop of the type An can be replaced by a 
combination of diagrams deduced from An by suppressing 
one connection at least (open loops). 

In a second step, let us consider the diagram A ~ ob­
tained by adding to A n an arbitrary number of crosses arbi­
trarily connected to some of the points k, 1 .;;;k,;;;n, and let C ~ 
be the combination of diagrams then obtained by adding to 
each term in C n the same crosses and connections. The equa­
tion ak An = ak Cn, 'tf k, immediately implies akA ~ 
= ak C ~, and, therefore, «A ~» = « C ~ », then 
(A ~) = (C~). 

The last step consists in considering an arbitrary dia­
gram A in which a loop is distinguished. The subdiagram of 
A constituted by all the points of the loop and all the crosses 
connected to these points is of the type of A ~ considered 
above. This subdiagram is nothing but the set ofthe stars, the 
centers of which are the points of the loop. In the value 
( (A ) ), this subdiagram contributes by the factor ( (A ~ ) ); 
since «A ~» = «C ~», the same value «A» is obtained 
by replacing in A the subdiagram A ~ by C ~. In each of the 
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terms so obtained, the distinguished loop is open. 
By iteration of this process, all the loops of any diagram 

A can be successively opened, that finally leads to a combina­
tion oftree diagrams. Q.E.D. 

For example, the solution (9) for p(x) = (a/2)x2 + (b / 
6)x3, is equivalent to X' with 

, a b -< a
2 

X =X+-It--1<+- +-~ 
2 6 4 

+ ~:[~~+4--\1 
+~~+ .... 
24~ 

(13) 

Remark: The equivalence An ~Cn proved above privi­
leges a rotation sense on the loop. Choosing the opposite 
sense furnishes, in general, a different equivalence An ~Cn' 
When A n is inserted into a larger diagram, the use of either of 
these equivalences may lead to different diagrams even after 
the removal of the labels of the points and of the crosses. In 
particular, this property can be used to obtain some equiva­
lences between tree diagrams. For example, from (12), the 
two equivalences for the diagram -y 
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lead to the relation 

Thus the representation of the solutionx(t) of (E) by a series 
of star diagrams is not unique, even when restricted to an 
expansion involving tree diagrams only. 

Finally, let us notice that our results have not been ob­
tained by a direct treatment of the equation (E); on the con­
trary we needed to introduce a priori the algebraic structure 
of abstract star diagrams, then to transpose in it the equation 
(E). This principle can be extended, and more general cases 
will be studied in a forthcoming paper. 

'J. C. Houard, Lett. Nuovo Cimento 33,519 (1982). 
2J. C. Houard and M. Irac-Astaud, J. Math. Phys. 24,1997 (1983). 
3Here, we call a star that which was called a simple star in Ref. 2. 
'The vanishing of a for t < 0 needs to be assumed when P (0) ¥ 0 only; indeed, 
if P(O) = 0, the equation (E) is identically satisfied by x(t) = 0, t <0, Va. 

5N. Bourbaki, Elements de Mathematique (Hermann, Paris, 1955), Book II, 
Chap. II. 

6When the operators M and a are, respectively, replaced by the multiplica­
tion by x and the derivation d / dx, this identity reduces to a formula known 
for formal power series. 
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On a symmetric coset space G / H the eigenvalues of the Laplacian and the Lichnerowicz operator 
acting on arbitrary tensor harmonics are given in terms of the eigenvalues of the quadratic 
Casimir operators of G and H. Explicit examples for Sn, CPn, and real (complex) Grassmann 
manifolds are analyzed. 

PACS numbers: 02.30.Th 

I. INTRODUCTION 

In the Kaluza-Klein dimensional reduction of higher­
dimensional gravity, gravity coupled to gauge fields, and su­
pergravity, I the spectrum of the fields in the reduced model 
is given in terms of the eigenvalues of the differential opera­
tors acting on the internal compact space.2

-
5 In most of the 

cases which have been considered the internal space is a co­
set manifold G / H, where G is a compact Lie group and His 
its closed subgroup. The operators entering the mass formu­
las are usually the Laplacian 0 and the Lichnerowicz opera­
tor A acting on tensors (spinors) of the internal space. The 
metric on G / His G invariant. This implies that 0 and A are 
also G invariant, so their eigenfunctions (eigentensors) fall 
into representations of G. It is convenient to expand all the 
fields into harmonics of G and G / H and then calculate the 
spectrum of 0 and.J. This program, proposed in Ref. 2 was 
later developed and applied both in gravity and supergravity 
models. 3

-
s 

In this paper we investigate the spectrum of the Lapla­
cian and the Lichnerowicz operator acting on tensor (spinor) 
harmonics on G / H when G / His asymmetric coset space (for 
a list of symmetric spaces see, e.g., Refs. 6 and 7). We show 
the following theorem. 

Theorem: Let Y be a harmonic on G / H which trans­
forms under an irreducible representation T (resp. D) of the 
group G (resp. H). Then the eigenvalues of 0 and A are given 
by the following formulas: 

o Y = [C ~(T) - C ~(D )] Y, 

AY= C~(T)Y, 

where C~(T) [resp. C~(D)] are the eigenvalues of the qua­
dratic Casimir operators of T (resp. D). 

This result is natural if one takes into account the G­
invariance of 0 and .J. It was proved for some particular 
cases: for scalar harmonics,7 for the Hodge-deRham opera­
tor acting on antisymmetric tensors on semisimple groupsB 
and on Sn and CPn (see Ref. 9), and for transverse, symmet­
ric tensors on Sn (see Ref. 10), but we do not know about any 
other generalization. Thus we think it is useful to present 
here a short proof of it. It is given in Sec. II. Section III 

alOn leave from the Institute of Theoretical Physics, University of Wro­
claw, Wroclaw. Poland. 

contains illustrative examples of the harmonics on spheres 
and Grassmann manifolds. In the Appendix we give algor­
ithms for the calculation of Casimir operators on representa­
tions of unitary, orthogonal, and symplectic groups, which 
are simpler than those usually cited in the literature. 

II. HARMONICS ON SYMMETRIC COSET SPACES 

A harmonic on a coset space G / H in the irreducible 
representations T of G and D of H is defined as a function Y 
on the group G which satisfies the following properties2

•
7.9 : 

(i) T(g)D(h )Y(go) = D(h )T(g)Y(go), 

go,gEG, hER; 

(ii) Y(ggo) = T(g)Y(go) 

(iii) Y(goh) = D(h -1)Y(gO)' 

Consistency of (ii) and (iii) at the identity requires that 
the representation D appears in the branching of T under H. 
Usually one uses a particular representative of the harmonic 
which is a function on G / H. For this let us choose an embed­
dingL: G /H-.G. To each point x ofG /H,Lassignsitsrepre­
sentative L (x) in G. (In general, L is defined only locally, and 
can be thought as a "coordinate system" on G /H.) Then the 
function yL, yL(X): = Y(L (x)) is the representation of Yin 
the gauge L. Using (ii) we see that the harmonic Y is com­
pletely determined by its value at the origin 

Y(x): = yL(X) = T(L (x))Y(O), 0 = eH. (2.1) 

The Lie algebra r of G can be decomposed into a simple 
sum r = n Gl Y, where n is the Lie algebra of Hand Yis an 
Ad H-invariant subspace. Choosing a basis ! ('0{ J = ! ti ,ta J, 
tiEil,i = 1, ... ,dimH,ta EY,a = 1, ... ,n = dim G /H, the con­
dition for G / H to be symmetric in terms of the structure 
constants CMPN([tM,tN] = CMPNtp ) is6

•
7 

(2.2) 

Let wM = (Wi, wa
) be the left invariant one-forms on G 

and a/x = L *wa
, u/ = L *wi their pullbacks onto G /H.On a 

symmetric space the (Ua(x)'s form a basis of the cotangent 
space at x and (Ua fJ = (UiCi a fJ is the Riemannian connection of 
the G-invariant metricg on G / H obtained from the invariant 
Killing metric on G by identifying Y with the tangent space 
at x = 0 (see Refs. 6,7,11). In terms of the vielbein ea(x), 
(Ua(efJ) = tSa fJ this metric is given by 
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(2.3) 
where 1Ja{3 is the Killing form 1JMN = C Tr(Ad tM Ad tN) re­
stricted to Y. For convenience one can choose this form so 
that it is proportional to DMN . This is always possible as Gis 
compact. 

The forms u/ and uf can be found using the following 
expansion2

: 

L -I dL = u/ti + (J)ata' (2.4) 

Here H acts on the tangent space as a subgroup ofSO(n). 
If we are interested in the expansion of tensor fields on G /H 
into harmonics the representation D must extend to a repre­
sentation of SO(n). 

The covariant derivative of Yalong ea is6 

Da Y(x) = ea Y(x) + {J)/(x)D (tJY(x). (2.5) 

From (2.4) in the representation T acting on ea we get 

ea T(L (x)) = T(L (x)) [(J)a i(x)T(ti) + T(ta)]. (2.6) 

Thus (2.5) becomes simply 

Da Y(x) = T(L (x))T(ta)Y(O) = T(Ad L (x)ta)Y(x). 
(2.7) 

Here we used that T(tJY(O) = - D (ti)Y(O). From (2.6) for 
T = Ad we obtain 

Da(Ad L (x)t{3) = Ad L (x)(ca '~tJ (2.8) 

As ca i{3 = - c{3ia 

1Ja{3Da T(Ad L (x)t{3) = O. (2.9) 

Thus the Laplacian on Y is 

DY(x) = 1Ja{3DaD{3 Y(x) = 1Ja{3T(L (x))T(ta )T(t{3 )Y(O). 
(2.10) 

Now we observe that 

1Jaf3T(ta)T(t{3)Y(O) = [1JMNT(tM)T(tN) -1JijD(ti )D(tj )] Y(O) 

= [C~(T) - Cf(D)] Y(O), (2.11) 

which proves the first part of the Theorem. 
The Lichnerowicz operator acting on a tensor harmon­

ic Ya! ... ak (for simplicity of notation Yis a covariant tensor) is 
defined as follows l2

: 

L1 Ya! ... ak = DYa! ... ak 

k . k . . 

+ IR aaiYal· .. ~···ak + I R aa/ajYa! ... ~ ... {3:'.ak· 
i= 1 i,j= 1 

(2.12) 

Now let us recall that 

(2.13) 

The curvature and the Ricci tensor of the connection {J)a {3 

are H 

R a - i a R R a (2 14) {3yfj - - Cy fjCi {3' {3y = (3ya' . 

It is easy to see that all the curvature terms in (2.12) sum up to 

1JijD (ti)D (tj)Ya! ... ak = Cf(D)Ya! ... ak' (2.15) 

Comparing it with (2.11) we obtain the second part of the 
Theorem. 

When Y is a totally antisymmetric tensor the Lich-
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nerowicz operator is equal to the Hodge--deRham operator. 
Thus our result agrees with Refs. 7 and 9. 

In the next section we illustrate the Theorem with var­
ious examples. For this one needs to know how to construct 
harmonics on particular coset spaces. A general method can 
be found in Refs. 2 and 4. Here we outline it briefly. 

Let <p ABbe matrices of some irreducible representation 
of the group G. Then 

<pAB(ggO) = <pAC(g)<pCB(go) = :TAdg)<pCB(go), (2.16) 

<pA B(goh -I) = <pA c(go)<P CB(h -I) = :DB c(h )<PA dgo). 
(2.17) 

In order to obtain a set of harmonics satisfying (i)-(iii) one 
must decompose the lower index into irreps of H. The basic 
formula for the covariant derivative of such harmonics fol­
lows from (2.17): 

(2.18) 

III. HARMONICS ON SPHERES, PROJECTIVE SPACES, 
AND GRASSMANN SPACES 

In this section we will give an explicit construction of 
tensor harmonics on Sn, CPn , and the real and complex 
Grassmann spaces 

SO(p + q) 
Spq = (p>q), 

SO(P) ® SO(q) 

(3.1) 

C = SU(p + q) (P) 
pq S(U(P) ® U(q)) >q, 

with CPn = Cnl and Sn = Snl' Harmonics on these spaces 
can be constructed as symmetrized tensor products of basic 
vector harmonics. We can calculate the eigenvalues of the 
Laplacian on these harmonics directly and thus demonstrate 
the general theorem. 

In the following, SO (p + q) and SU(p + q) will be de­
noted generically as G, SO(P) and SU(P) as H p ' and SO(q) and 
SU(q) as H q • Vector indices of G are denoted as A,B,C, ... , 
those of Hp as a,b,c, ... , and those of Hq as a, (J,y, ... . Every 
vector V A of G splits into two vectors V" and va of Hp and 
H q • The (anti-Hermitian) generators TN of r = IT Ell Yean 
be chosen in such a way that, in the vector representation of 
G, 

Tr(TNTM) = - 2DNM · (3.2) 

The generators of IT and Yare subsets of those of r. 
We choose the following set of generators of Y: 

(3.3) 
(Taa)AB = i(D~DaB + D~DaB)' on C pq . 

These generators correspond to the components of the vec­
tors of the tangent space group. 

To define the Laplacian and Casimir operators we use 
the following invariant tensor: 

1JNM = !Tr(TNTM), Spq' 

(3.4) 
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This implies a choice of metric on these spaces [see (2.3)]. The 
Laplacian is in each case defined as 

o = L 1]NMDNDM 

N,MEY 

(3.5) 

Using formula (2.18) we can calculate the effect of covariant 
derivatives on the matrices l/> A B of the vector representation 
of G. By splitting the index B into its Hp and Hq components 
we get the covariant derivatives on the harmonics yAb arid 
yAp: 

on Spq' Cpq ' Daa ypA = 8ap Ya A, Daa yt = - 8ab y~; 

Using (3.5) we find that on both spaces 

DyAb = - qyAb' DyAp = - pyAp. 

(3.6) 

(3.7) 

Irreducible tensor harmonics can be obtained by multi­
plying N vector harmonics Y A b with M vector harmonics 
YAp, symmetrizing the three types of indices according to a 
set of Young diagrams, and subtracting traces if necessary. 
(The spaces Sp2 and Sp) require a separate discussion, which 
will be given below.) The three Young diagrams specify irre­
ducible representations R of G, rp of Hp' and rq of Hq. A 
harmonic exists only if the representation (rp ,rq) of Hp ® Hq 
is contained in R. 

In the case of Cpq there is the additional requirement 
that the correct U( 1) charge must be obtained. This can be 
achieved by considering all U(P) ® U(q) representations 
(r;,r~) which contain (rp,rq) (r; differs from rp by additional 
columns of length pl. If r; ® r~ contains R, then R contains 
the representation (rp, rq) in its branching. (Rules for tensor 
products of Young diagrams are, for example, given in Refs. 
13 and 14.) The correct U(I) charge can be obtained by add­
ing the right number of columns to rp and/or rq. [There is of 
course a quantization condition for the U( 1) charge which 
makes this possible.] A similar rule can be obtained for Spq' 
but with the additional complication that a representation rp 
or rq can appear as a trace of a large representation. The 
precise formulation of this rule is not important for our pur­
pose. 

When 0 acts on a properly symmetrized product of N 
basic harmonics y~ and M harmonics y~ there are contri­
butions from 0 acting on the factors in the product and 
"cross terms" with covariant derivatives acting on different 
factors. It is easy to show that in fact all cross terms between 
vector harmonics with the same type of lower index vanish. 
[For Spq this is only true for those representations (rp, rq) 
that do not appear as trace terms. These trace terms require a 
separate discussion, but since our only purpose is to demon­
strate the general result, which covers this case, this is not 
necessary. The case q = 1 also requires a separate discussion, 
which we will give below.] 

The nonvanishing cross terms are 
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(3.8) 
B - A- B B A 

Cpq : DaaY~DaaYb +DaaYpDaaYb = -2YpY b· 

This operation interchanges the upper indices of the har­
monics. The sum of all such interchanges for the complete 
product can be expressed in terms of the operator fJ defined 
in the Appendix. Then we get, using (3.7): 

DY=(-(Nq+Mp)-2fJR +Wp +2fJq)Y, (3.9) 

where Y = Y(R, rq, rp) and fJ R , fJp' and fJq act, respective­
ly, on the G, Hp' and Hq indices of Y. Notice that the result is 
the same for Spq and Cpq . 

To compare with the Theorem we need the (properly 
normalized) Casimir operators on the representations R, rp ' 

and rq • For the nonabelian groups these expressions are giv­
en in the Appendix. For Spq one easily reproduces (3.9). For 
Cpq there is an extra contribution from the U( 1) factor. In the 
vector representation of G, the U( 1) charge, normalized ac­
cording to (3.2) is 

Q iv2 d' ( ) = lag q, ... ,q, - p, ... , - p , 
~qp(q +p) 

with Tr (Q ) = 0, (3.10) 

According to the Theorem we get then 

DY = [ _ (N + M )(p + q _ (N + M)) 
(p + q) 

+N(P- ;) +M(q-~ 
+ 1 (Nq _ Mp)2 - W R + 2fJp + 2fJq] Y. 

qp(q +p) 
(3.12) 

This is indeed equal to (3.9). 
Now we return to the special cases q = 1 and q = 2 for 

Spq. The case q = 2 is special only because traceless tensors 
of SO(2) are not irreducible. All traceless symmetric tensor 
have two components, with "helicities" ± M, for a tensor of 
rank M. Both components have the same Casimir eigenval­
ue, correctly given by (A 7). Therefore the reducibility of 
these tensors is irrelevant, and (3.9) is valid. 

As remarked before, if q = 1 there is an extra contribu­
tion due to cross terms among the scalar harmonics: 

2DayADayA=2yAayAa' (3.13) 

Here we have omitted the indices a, which can only take one 
value. This expression can be evaluated by using 

p p+) 

L Y:Y: = L Y~Y~ - yAyB = - yAyB (3.14) 
a=) c=) 

[the first term is equal to 8 AB and vanishes because the repre­
sentations of SO(p + 1) are traceless]. Thus we get an extra 
contribution M (M - 1). Since the M scalar functions Y A can 
only be in the completely symmetric representation, this 
cancels the term 2fJq in (3.9). Therefore we get the following 
results for harmonics on a sphere Sp : 
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DY(R,r) = [ - (Mp + N) - 2f1R + 2f1 r ] Y(R,r), 
(3.15) 

where Rand r are tensor representations of SO (p + 1) and 
SO (P) of rank N + M and N. 

These harmonics exist only if the Young diagram of R 
has in each column at least as many boxes as r, and at most 
one more. If R has precisely one extra box in each nontrivial 
column of r harmonic Y(R,r) is transverse, i.e., 

(3.16) 

This is a consequence of the fact that, according to (3.6), the 
divergence operation removes one box from r. For trans­
verse harmonics the eigenvalue of f1 R - f1 r can be calculat­
ed explicitly, and we obtain 

DyT(r,M) = - (M2 + M(P - 1) - N)yT(r,M), 
(3.17) 

with r, N, andM as defined in (3.15). Remarkably, the eigen­
value depends only on the rank of the tensor corresponding 
to the representation r, not on the symmetry of its indices. 
Our result (3.17) agrees with the one obtained in Ref. 10 for 
transverse symmetric tensors. 

After the completion of this manuscript we have found 
that our formula (2.11) has also been obtained by Strath­
dee. IS 
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APPENDIX: SIMPLE EXPRESSIONS FOR THE 
EIGENVALUES OF THE QUADRATIC CASIMIR 
OPERATOR FOR SO(N), SU (N), AND Sp (N) 

In this appendix we present some simple expressions for 
the eigenvalues of the quadratic Casimir operator C2 on re­
presentations of SO (N), SU (N), and Sp (N), defined with 
symmetrized tensors. We denote a tensor of rank r with in­
dices symmetrized according to some Young diagram S as 
T[/l""/l,)s' We consider the following representations: 

T[/l""/l,]S' SU (N), SO(N), and Sp (N), 

(AI) 
TU[/l''''/l,]S' SO (N) (spinor representations). 

Here Pi is a vector index and a a spinor index. To obtain 
irreducible representations we must impose additional con­
straints: 

1J/l,/ljT[/l""/l,]S = 0, 1 <.i<J<r, 
1J/li/ljTU[/lI'''/l,jS = 0, 

r/l
l T - ° up p [/lI"'/l,]S - , 

1 <i<J<r, 
1 <i<J<r, 

(A2a) 

(A2b) 

(A2c) 

where 1J/lV is the invariant tensor ofSO(N) or Sp (N) and r::p 
are the Dirac matrices. 

The Casimir operators on these representations can be 
expressed in terms of the following operator: 

(A3) 

3458 J. Math. Phys., Vol. 25, No. 12, December 1984 

i.e., f1 is the sum over the interchanges of all pairs of indices. 
Using the symmetry properties of Young diagrams (see, e.g., 
Ref. 13) one can show that the symmetrized tensors are ei­
genvectors of this operator, with eigenvalue 

nr n,. 

2f1s = I fi2 - I g7, (A4) 
i= 1 i= 1 

where J: and gi are the length of the ith row and column of 
the Young diagramS, and nr and nr thenumberofrows and 
columns. 

Consider first the group SO (N). We choose the follow­
ing generators for the vector and spinor representation: 

(Mpo-rv = tr;,oo-v - ~opv' (Mpa)Up = Hrp,ra rp' 

(AS) 

To get a normalization of the Casimir operator which is con­
sistent with the results of Sec. III we use the invariant tensor 
(2.4), and obtain 

(A6) 
p,a 

Acting on a symmetrized, traceless tensor of rank r this oper­
ator has the following effect: 

C2T[/l"'/l,]S = - (r(N - 1) + 2f1 )T[/l,P,]s' (A7) 

To get the eigenvalues of C2 on spinor representations we 
include extra terms coming from C2 acting twice on the 
spinor index and once on a spin or and a vector index. These 
terms can be calculated easily with the help of (A2c). The 
result is 

C2 T u [/l,/l,]S = - (rN + AN(N - 1) + 2f1 )Tu[/l'P,]s' 

(A8) 

The calculation of the eigenvalues ofC2 for SU (N) and Sp (N) 
is completely analogous. 16 On the tensor defined in (A 1) the 
eigenvalues are 

- (r(N - rlN) + 2f1), for SU (N), 
(A9) 

- (r(N + 1) + 2f1), for Sp (N), 

The Casimir operator in SU (N) has been normalized in 
agreement with Sec. III. 
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In this paper are investigated some differential geometry methods in the theory of the nonlinear 
wave equation V2u = 4> (u,(Vu IVu)). A special class of solutions is discussed for which (Vu IVu) is 
constant on each level of the function u.1t is proved that levels of such solutions form in the space 
of independent variable's hypersurfaces with all principal curvatures constant. The general form 
of such hypersurfaces is given. Then it is proved that via the method of characteristics it is possible 
to construct (in principle) all the solutions of the discussed class. They may be obtained by 
integration of an ODE of second order using a special class ofthe polynomial functions. Some new 
solutions are given for equationsDv = 4Av3 + 3Bv2 + 2ev + D, Dv = f1, exp v, Dv = sin v, 
Dv = cosh v, and Dv = sinh v. 

PACS numbers: 02.40. - k, 02.30.Jr 

I. INTRODUCTION 

Let (~, ( . I . )) be an n-dimensional (n>2) pseudo-Rie­
mannian manifold (i.e., the metric ( . I . ) is nondegenerated 
but not necessarily positive definite). All functions, tensor 
fields, and manifolds are assumed smooth unless otherwise 
specified. 

We shall consider partial differential equations (PDE) 
of the second order 

V2u = 4>(u, (VuIVu)), (1.1) 

where u:~ ~RI is a function of the class C 2
, Vu denotes the 

gradient of the function u, and "12 is the Laplace-Beltrami 
operatorl

•
2 with respect to the metric ( . I . ) (for instance in 

the Minkowski space "12 = 0 is the d' Alembert operator, 
whereas for Euclidean space "12 =..::1 is the usual Laplace 
operator). Weare interested in the class of such solutions u of 
the equation (1.1) that (VuIVu) is constant on every level of 
the function u, i.e., (VuIVu) = a(u), where a is an arbitrary 
function (of the class C I) of one variable. Thus V 2u 
= 4> (u, a(u)) = :/3 (u) is also the function constant on the 

levels of u, so 

(VuIVu) = a(u), V2u = /3 (u). (1.2) 

Let u---+?J (u) = :v be an arbitrary but invertible transfor­
mation of the dependent variable. Then 

(VvIVv) = {J '2(u)a(u) = :a(v). 

V2v = {J "(u)a(u) + {J '(u) . /3 (u) = :,8 (v), (1.3) 

so the form of the system (1.2) remains unchanged. If a and/3 
are treated as arbitrary functions then system (1.2) charac­
terizes in fact the congruence of the levels of function u. 

Note that if u satisfies the system (1.2) and {J is an inte­
gral of the second-order ordinary differential equation 
(ODE) 

a(u)· {J "(u) +/3(u){}'(u) = 4>({}(u), a(u). {J'2(U)), (1.4) 

then, by (1.3), the superposition v = {} (u):~ ~R satisfies 

V 2v = 4> (v, (VvIVv)). 

Thus from each solution of the system (1.2) we can generate 

with help of the solution ofEq. (1.4) the two-parameter fam­
ily of solutions of Eq. (1.1). 

Next we shall consider the system (1.2). If a(u)=O, then 
(Vu I Vu) = 0; the function u satisfying this equation will be 
called an isotropic one. This case will be investigated in Sec. 
V, whereas Secs. I-IV concern the nonisotropic case. Fur­
thermore, if a( u )=;t:0 then [as is possible after the transforma­
tion u~v = {J(u) with {J'(u) = la(u)I-1/2] we may assume 
that a(u) = ± 1. 

II. GEOMETRICAL PROPERTIES OF THE LEVELS OF 
THE FUNCTION U 

Further on we shall restrict ourself to the case of the flat 
space, i.e., when ~ is a vector space and ( . I . ) is the symmet­
ric nondegenerated bilinear form. The considerations below 
may be generalized to the case when W,( . I . )) is a symmet­
ric space (i.e., V;,R!J. vpa = 0, see Ref. 2). 

Consider the system of equations 

(VuIVu) = ± 1, 

V2u =/3(u), 

(2.1a) 

(2.1b) 

where /3 is an arbitrary function. In the language of the 
Grassmann algebra (2.1b) can be written in the form 
VCV2u) 1\ Vu = O. Equation (2.1a) is of the Hamilton-Jacobi 
type. For the given values of the function u on a certain 
hypersurface.I C ~ we can solve (2.1a) by the method of 
characteristics. In particular for the boundary condition 

ul.l" = 0, (2.1c) 
.I will be one of the levels of the function u. The condition of 
transversality (that guarantees the local existence and uni­
queness of the solution) for Eq. (2.1a) means that in every 
point of the hypersurface.I there exists the non isotropic 
[with respect to ( . I . )] normal vector. The hypersurface .I 
satisfying this condition will be called the nonisotropic one. 

The method of characteristics I for the problem (2.1a) 
and (2.1c) gives the following result. For x E.I let Yx denote 
the straight line passing through x and normal to the hyper­
surface ~ parametrized in such a way that 
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( dY" I dYx
) Yx(O) =x and -- -- = ± L 

ds ds 

Let us assume also that the vectors dy x (0)/ ds have directions 
in accordance with the chosen orientation of the hypersur­
face ~. In the more general case of symmetric spaces we 
must use geodetics instead of straight lines. If ~ is nonisotro­
pic then the lines Yx cover a certain neighborhood tJ ::J ~. 
That means that for y E tJ there exists a uniquely determined 
point x = xlY) E ~ and the unique value of parameter s, such 
thaty = yx(s). In particular the function u defined by 

tJ 3 Y t--+ s: = ulY), if y = Yx (s) (2.2) 

is a local solution of the problem (2: 1a) and (2.1c). The choice 
of the second possible orientation on~ gives us another (with 
the opposite sign) solution of the problem (2.1a), (2.1c) 

Our aim is to determine the conditions which must be 
satisfied by the hypersurface ~ in order that the solution of 
the problem (2.1a) and (2.1c) would be also the solution of 
Eq. (2.1 b). Therefore these conditions will characterize levels 
of the solution of the system (2.1a), (2.1 b). The method of 
characteristics tells us how we can reconstruct the whole 
family of levels starting from the given one. That according 
to the remark from Sec. I gives us the general solution of the 
problem (1.2). 

Theorem 1: A solution of the problem (2. Ia), (2.1c) satis­
fies the equation (2.1 b) iff a nonisotropic hypersurface ~ has 
all principal curvatures constant. 

Proof Let u~ C tJ_RI be a solution of the problem 
(2.1a) and (2.1c). Denote/: = - V2u, X: = Vu, and 

D: = - V X. Thus X is the tensor field of the type (~) and D 

of the type G)' The condition (2.Ia) means that 

( X IX) = ± 1. From the definition we conclude 
(X I Y) = Vyu and DY = - VyX for an arbitrary vector 
field Y. First we show thae V xX = O. Indeed, because of the 
symmetry of the Levi-Civita connection we have 

Vx(XIY) - Vy(XIX) 

= (XI[X, Y]) = (XIVxY - VyX). 

Thus, using V y( X IX) = 2( X I V yX) = 0 and the Leibniz 
rule we obtain that (V xX I Y) = 0 for arbitrary Y, hence 
V xX = O. Using this result we can calculate 

(VxD)·Y 

= Vx(DY) -D(VxYJ = - Vx(VyX) + VVxYX 

-R (X, Y)·X - Vy(VxX) - V(X. YJX + VVxYX 

-R(X, Y),X+VVyxX 

-R(X, Y).X+D(DY), 

which means that V xD = D 2 - R (X, .)X. We have as­
sumed that the curvature vanishes so the last formula gives 
simply V xD = D 2. So by successive covariant differentia­
tions of the equality I = tr(D) we obtain 

(Vx)kl=k!tr(D k+ I), k';?-O. (2.3) 

We shall see that there exists the polynomial of n-varia­
bles 0"1, ... ,0" n (with constant coefficients) WE R[O"I""'O"n ] 
such that for 
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O"k: = tr(D k ), k';?-O, 

we have 

(2.4) 

O"n+ 1 = W(O"I""'Un), (2.5) 

Let A1, ... .An denote eigenvalues of D (which are-in 
general--complex functions on tJ); then 

Uk =A ~ + ... +A!. (2.6) 

On the other hand, coefficients 7k of the characteristic 
polynomial 

An - 71A n-I + ... + (- 1t7n = (A -Ad"'(A -An) 

of the tensor D are expressed as symmetric polynomials of 
variablesA1,· .. .Ak: 

(2.7) 
it <.·.<ik 

Using (2.6) and (2.7) we obtain the following simple expres­
sion: 

0"1 0 0 

1 0"2 0"1 2 0 
7k =-. 

k-I , k>O. 
k! O"k_ 1 O"k - 2 O"k - 3 

O"k O"k_ I O"k_ 2 0"1 
(2.8) 

Since 7 n + 1 =0, then for k = n + 1 the expansion of this 
determinant with respect to the first column gives us an 
expression of the form (2.5). 

It follows from (2.3)-(2.5) that the function/ = - V2u 
satisfies the following PDE of nth order: 

~(Vx)n/= Wff,Vx/,"" I (Vxr- 1 f). (2.9) 
n! ~ (n - I)! 

Note that the earlier investigated curves Yx ( X E ~) are inte­
gral trajectories of the fields X. So 

Vx/(Yx(s)) = d !(Yx (s)), ... ,(Vxrf(yx (s)) 
ds 

d n 

= ds;f(Y,,(s)). 

From Eq. (2.9) we obtain an ODE of the nth order for 
the function s-/(y x (s)); thus/on some neighborhood of ~ is 
uniquely determined by the values/,Vx/, ... ,(Vx )n-l/ on 
the hypersurface ~. 

Since Eq. (2.9) has constant coefficients and [according 
to (2.2)] u(Yx(s)) = s, one can expressfas a function ofu ifand 
only if the functions III' V xflx, ... ,(V xt -I/II are con­
stant. This is exactly the case when/satisfies (2.Ib). By virtue 
of(2.3), (2.4), and (2.8) the last condition is equivalent to the 
fact that 7 1, ... ,7n are constant on the hypersurface~. 

To finish the proof we show that 7 n =0 and that 
7), ... ,7n _ 1 are curvatures (i.e., principal invariants of the 
second fundamental tensor H 2.4.5) of the hypersurface~. Let 
us consider the tensor D II' Because D = - V X and 
n: = X II is the field of unit normal vectors on I then 
D . v = H . v for each vector v tangent to~. In tum V xX = 0 
implies D· n = V xX II = O. Thus one of the eigenvalues of 
the tensor D vanishes (say An = 0) while remaining ones 
(namely A), ... ,A.m where m: = n - 1) are eigenvalues of the 
second fundamental tensor of I (i.e., its principal curva-
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tures). So Tn = A) ... An = OandT), ... ,T m are curvatures of the 
hypersurface .2' /(T)/m) = (l/m)(A) + ... + Am) and 
r m = A) ... Am are known as mean and Gaussian curvatures. 

III. POLYNOMIAL SOLUTIONS OF THE SYSTEM 
(vulvu) = a(u), V 2u = {3(u) 

Q.E.D. 

We shall now find all solutions u: ~ -lR' of the system 
(1.2) of the special form 

u( x) =!( Pxlx) + (qlx) + uo, (3.1) 

where P=P*EL(~,~) is a symmetric [with respect to 
( . I . )] endomorphism, q E ~ and Uo E lR '. The importance 
of such solutions follows from the fact (proved in the next 
section) that each nonisotropic solution of( 1.2) is of the form 
v = {} (u), where u is a polynomial solution (of degree <2). 

First we prove the following auxiliary. 
Lemma1: If E), Fare vector spaces andP, Q E L(E" F) 

then the following conditions are equivalent. 
(a)Px 1\ Qx=OforanyxEE). 
(b)PandQareproportional(i.e.,P = A . QorQ = A . P) 

or 1m P = 1m Q and 1m P is a one-dimensional subspace of 
F. 

Proof Obviously (b) implies (a). Conversely, assume 
that (a) holds. We may assume that P #0. Choose comple­
mentary subspaces E " F' for K: = ker P and I: = 1m P, re­
spectively; thus E, = E' Ell K, F = I (£l F', and P is of the 
form 

P (e' Ell k) = P' e' Ell 0, 

where P' E L (E " I) is an isomorphism. Putting x = e' Ell 0 
and x = 0 Ell k in (a) we see that Q must be of the form 

Q(e' Ell k)=(AP'e'+Q)k) Ell Q2k, 

where Q, E L(K, 1), Q2 E L(K, F'), and A E lR '. 
Now the condition (a) means that 

Q2k = 0 and P'e' 1\ (AP'e' + Q)k) = 0, 

for any e' E E' and k E K. Thus Q2 = 0 and i 1\ QJk = 0, for 
any i E I and k E K. If dim I> 1 (or if Q) = 0), the last condi­
tion implies Q) = 0 (that is Q = AP). Otherwise dim I = 1 
and 1m Q, = 1. That means that 1m P = 1m Q = 1. 

If I is a linear subspace of ~ we denote by Ii its orthogo­
nal [with respect to ( . I . )] complement; I is called isotropic 
(respectively, nonsingular) iff I c Ii (respectively, 
In Jl = 10), i.e., I (£l I = ~). It follows from Witt's 
Theorem6 that if (( + Y' , ( - r -P) is the signature of ( . I . ) 
then the maximal dimension of isotropic subspaces is 
min(p, n - pl. 

Theorem 2: The polynomial u of degree <2 is a solution 
of the system (1.2) iff u is (possibly after a transformation 
u-au + b, a # 0) of one of the two following forms. 

(i) 
1 r 

u( x) = - I E;(e; IX)2 + (qlx), 
2 ;= 1 

(3.2a) 

where (e" ... ,er ), O<r<min(p, n - p), is a basis of an isotropic 
subspace I C 1f, q E Ii , and E; Ell, - 1 J, equivalently 

(e; lej ) = 0, (e; Iq) = 0 for i,j = 1, ... ,r. (3.2b) 
1 r 

(ii) u( x) = - I E;(e; Ix + qf, (3.3a) 
2 ;=) 
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where (e" ... ,er ), 1 <r<n, is an orthomormal basis of a non­
singular subspaceIC 1f, qEI, and Ei=(eile;)EI1, -1); 
i.e., 

r 

for i,j = 1, ... ,r, q = I (ei Iq)e;. (3.3b) 
;=, 

Proof If u is of the form (3.2a) or (3.3a) then simple 
calculation [using (3.2b) and (3.3b)] gives, respectively, 

r 

Vu( x) = I Ei(e; Ix)ei + q, (Vu IVu)( x) = (qlq), 
i= 1 

(3.2c) 

and 
r 

Vu( x) = I E;(e; Ix + q)ei, 
i= 1 

(Vu IVu)( x) = ± Ei(ei Ix + qf, 
;=1 

(3.3c) 

Thus if u is of the form (3.2a), it is a solution of the system 
(1.2) with 

a(u) = (qlq) andp(u) = 0, (3.2d) 

while if u is of the form (3.3a), it is a solution of the system 
(1.2) with 

a(u) = 2u and {3 (u) = r. (3.3d) 

We shall now prove the other part of Theorem 2. Note 
that (3.1) implies V2u = tr T. Thus the second equation of 
(1.2) is automatically satisfied [withP (u) = const], while the 
first one gives us P ( Px + q) 1\ (Px + q) = 0 [since 
(Vu( x) = Px + q and V(VuIVu)( x) = 2P( Px + q)]. 

Decomposing the left-hand side with respect to the 
powers of x we obtain the following equations which must 
hold for any x: 

P 2X 1\ Px = 0, (3.4a) 

p 2x 1\ q + Tq 1\ Tx = 0, (3.4b) 

Tq 1\ q = O. (3.4c) 
Since (3.4a) holds, we see with the help of Lemma 1 that 

the condition (b) is valid for P, Q: = p 2 and E,: = :F: = 1f. 
But if I: = 1m P is one dimensional then automatically 
p2 = AP for some A E R'. Finally, (3.4a) is equivalent to 
P 2 = AP, A E lR '. 

Now we consider two possible cases. 
(i) If A = 0 then I = 1m P C ker P = (1m P *)1 = Ii 

and, therefore I is an isotropic subspace. Equation (3.4c) 
means that q is an eigenvector of P with the eigenvalue A. 
Thus Pq = 0, i.e., q Ell. Since (3.4b) also holds, it remains to 
describe the form of the operator P. Let us choose a basis 
(e" ... ,er ) in I. ThenPx = l:;= dP;lx)ej7 wheretheP; arevec­
tors in 1f. But ker P = Ii , which means that P; E (11)1 = I 
and the Pi are linearly independent. Hence Pi = l:J= ,p;jej , 

where IlP;j II is a nonsingular and symmetric matrix. The last 
statement is a consequence of the symmetry of P. A change 
of the basis (ei ) transforms the coefficients Pij as coefficients 
of a bilinear form. Thus (e i ) may be chosen in such a way that 
Pij = E;l>ij' Ei = ± 1. ThenPx = l:;=) Ei(e;lx)ei andconse­
quently, (3.2a) and (3.2b) hold. 
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(ii) If A. #0 (and P #0) then we may multiply u by 11 A. 
and, consequently we may assume that A. = 1. Thus P 2 = P, 
i.e., P is an (orthogonal) projection. In particular, 
'el = 1m P Ell ker P = [ Ell [1, i.e., [ is a nonsingular (#0) 
subspace. Formula (3.4b) means thatPx 1\ (1- P)q = o for 
any x. Thus (1 - P)q e [and, since Im(1 - P) = [1 ,one has 
(1 - P)q = 0, that is, q e l. Hence (3.4c) holds. Moreover 

!( P( x + q)l( x + q)) =!( Pxlx) + (qlx) + !(qlq) 

equals the right-hand side of (3.1) modulo and additive con­
stant. If we choose an orthonormal basis (el,. .. ,er ) of [, this 
expression is equal to !l:~ = I Ei(ei Ix + qt This ends the 
proof. 

Q.E.D. 
Remark: If 'el is an (m + 1 )-dimensional vector space 

with coordinates (xo, ... ,xm) and 
r 

(xly): = XOyo - Lxyi, 
i= 1 

then Theorem 2 says that all polynomial solutions (of degree 
<;2) of(l.2) may be obtained from the lise·s 

u( x) = xO, u( x) = (XO ± Xl), 

1 r 
u( x) = Xl, u( x) = - L Xi2 1 <;r<;m, (3.5) 

2 i= I 

1 1 r 
u( x) = T( XO ± xlf + x2, u( x) = T( X02 - i.?1 Xi2), 

O<;r<;m, 

u( x) =!( XO ± XI)2 

by applying an isometry (i.e., Poincare's transformation) to 
x - es and linear (i.e., of the form u~u + b) transforma­
tions in the dependent variable u. 

Example: Consider the system of PDE's 

V2v = 0, 

(VvIVv) = a(v), 

(3.6a) 

(3.6b) 

where a( • ) is a given function. According to (1.4) and (3.2d), 
if we substitute v = {} (u), where u is of the form (3.2a) [with 
(qlq)#O] into (3.5a) and (3.5b), we obtain the 
ODE {} "(u) = O. Thus 

v={}(u)=C.u+vo, (3.7) 

and [since (1.3) holds] a(v) = C 2(qlq) = const. 
Similarly,ifuisasin(3.3a)then2u. {} "(u) + r{}'(u) = O. 

Therefore 

v={}(u)= {C'lull-rI2+vo, r#2 
C ·In lui + vo, v = 2, 

and thus, again using (1.3), we obtain 

{
p. Iv - v 1

21r - 1)/lr- 2), r#2 
a(v) = ° r exp(kv), r = 2, 

where p, vo, k are real constants; moreover 

IPI = 2(1 - r12)2 . c 2I12 - r), 

Irl = 2C 2 exp(volC), k = -lIC. 

(3.8a) 
(3.8b) 

(3.9a) 
(3.9b) 

Thus it may be observed that if the function a( • )¢O is such 
as in (3.8), then there exists a solution of (3.6) of one of the 
above-mentioned forms. Moreover, this solution is unique 
up to an isometric transformation in 'el. 
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In the simplest case, when dim 'el = 2, it is easy to prove 
that all the solutions may be obtained in this way. Indeed, if 
( . I . ) has the signature ( +, +) then (3.6a) means that v is a 
real part of a holomorphic functionf on 'el, where we identify 
'el with the complex plane C. It follows from the Cauchy­
Riemann equations that (VvIVv) = If'12. Therefore (3.6b) 
implies 

0=dlf'1 2 1\ d(if+f)/2)=W'2f" - f'2f")dZ 1\ dz. 

If I' # O,J" 11'2 is a real merom orphic function, i.e., 
f" If,2 = - (111')' = : - 21C e R I. Therefore f(z) 

= Clog ((z - zo)2/2) + fo and, hence 

(x-x )2+ 1"_y)2 
v( x, y) = Ref( x + iy) = C· In ° 2 \.Y ° + Vo 

is of the form (3.8b), while u is of the form (3.3a) with r = 2. 
Now a(v) = 2C 2 exp( - (v - vo)lC), i.e., a(v) is as in (3.9b). 
Furthermore, iff" = Othenfand, consequently, v are linear. 
Thus v = C· u + vo, where u is of the form (3.2a) with r = 0 
[orv = C· lul l/2 + vo, where u is as in (3.5a), with r = 1] and 
a(v) = const. 

The case of sin( . I . ) = ( +, -) may be treated in a 
similar way by substituting v( x,y) = fl( x + y) + f2( x - y) 
instead ofv = Ref Our claim that the system (3.5) has solu­
tions only if a( • ) is of the form (3.9) and that in this case all its 
nonisotropic solutions may be obtained in the above de­
scribed way [formulas (3.7) and (3.8)] remains true for 'el of 
any dimensions. That will follow from Corollary 1 which we 
introduce in the next section. 

IV. HYPERSURFACE WITH CONSTANT PRINCIPAL 
CURVATURES 

The aim of this section is to prove the following 
theorem. 

Theorem 3: Let ('el, ( . I . )) be an n-dimensional vector 
space with the nondegenerate scalar product ( . I . ) and let 
.I C 'el be such an m = (n - 1 )-dimensional nonisotropic 
hypersurface that all its principal curvatures A.I, ... ,A,m are 
constant. Then.I may be described by an equation of one of 
the following forms: 

(i) u( x): =!( Pxlx) + (qlx) = const, 

where P elL( g", g") is symmetric, P 2 = 0, and q e ker P with 
(qlq) = ± 1; 

(ii) u( x): =!( P( x - xo)l( x - xo)) = const, 

where O#P e lL(g", 'ell is symmetric, p 2 = P (i.e., Pis an or­
thogonal projection), and X o e 'el. 

It follows from consideration of Secs. II and III (and 
may be easily checked by straightforward calculations) that 
hypersurfaces given by equations ofform (i) or (ii) have con­
stant curvatures; thus the converse theorem is also true. 

Corollary 1: Each nonisotropic solution v of the system 
PDE 

(VvIVv) = a(v), V2v = P (v) 

has (at least locally) the form v = {} (u), where u is such as in 
Theorem 2. 

Proof It follows from Sec. II that the level .I : = I xl 
v( x) = Vol of such solution has all its principal curvatures 
constant. So .I is such as in Theorem 3, say (for instance) 
.I = I xlu( x) = Xo 1 is of the form (i). Let {} ( . ) be the solution 
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of the problem iJ 12(U) = a(iJ (u)), iJ (uo) = Vo' Then 
(ViJ(u)IViJ(u)=a(iJ(u)) and iJ(u)l.x =iJ(uo)=vo=vl.x' 
So iJ (u) = u (in some neighborhood of ~) by virtue of the 
uniqueness of the solution of the boundary problem for the 
equation (Vv I Vv) = a(v). The case when ~ is of the form (ii) 
may be treated in a similar way. 

For simplicity we limit our considerations to the case 
when ( . I • ) is positive-definite. The case of an indefinite met­
ric is difficult because of the existence of symmetric tensors 
that cannot be diagonalized (the Classification Theorem 
about such tensors may be found in Ref. 9). For instance, 
hypersurfaces ~ of the form (i) with P =1= 0 have all principal 
curvatures vanishing. On the other hand, the second funda­
mental tensor H of such a ~ is in any point x E ~ the restric­
tion of P to the subspace Tx~ and thus it is not a vanishing 
nilpotent operator. It is a rather surprising fact that if in 
addition rank P = 1, then such a quadratic ~ may be isomor­
phically mapped onto the hyperplane (q)l; such an isomor­
phism is given by ~:3 Xf--+X - E' (qlx)(q + !Px) E (q)l 
(where E: = (qlq) = ± 1), which may be easily checked by 
virtue of the identity (Pxlx)( Pyly) = (Pxlyf 

Let S be an immersed submanifold of dimension I in W 
and let E> O. Denote for S E S, 

~s : = {x E W Ix -SE (TsS)l, Ix -si = E), (4.1) 

the (m - I )-dimensional sphere with center s laying in the 
hyperplane perpendicular to TsS, Let us define 

~: = u ~s' 1T :~-+S, 1T1.x: = s. 
SES S 

(4.2) 

If E and S are "sufficiently small" (namely, so that the below 
described endomorphism Ix of T7Tjx)S is invertible for any 
x ~s' S E S) then ~ is an immersed hypersurface, 1T is a sub­
mersion, and the triple (1T,~, S) is a fibered bundle with an 
(m - I )-sphere as a typical fiber. So constructed, ~ will be 
called the E-tube around the submanifold S. 

Lemma 2: Let ~ C W be a hypersurface having con­
stant principal curvature A =1=0 with multiplicity k> 1 [i.e., 
V: = ker(H - AI) is an k-dimensional distribution on ~]. 
Define a mapping 

1T: ~-+W, 1T( x): = X + (1/,.1, )n( x), (4.3) 

where n is the normal unit vector on ~, and let 
S: = 1T(~) C W. Then S is an immersed submanifold of di­
mension I : = m - k and ~ is an open subset of the E-tube 
around S ( with E : = 1/1,.1, I). 

Proof It follows from the definition of the second fun­
damental tensor2

•
5 H that the differential of 1T is 

d1T(x) ·Dx = DX - (1/,.1,) Hx . Dx, i.e., d1T(x) = 1 - (1/,.1, )Hx' 
Thus ker d1T( x) = Vx is the k-dimensional subspace of ei­
genvectors of Hx corresponding to eigenvalue A. Therefore 
we see from the Rank theorem 1.2,5 that S is an immersed 
submanifold of dimension I = m - k and the fibers of 1T are 
k-dimensional submanifolds on ~. 

Using the symmetry of S for s = 1T( x) we obtain 

TsS = Im(l- (1/,.1, )Hx) 

= Tx .2Bker(l- (1/,.1, )Hx) = Tx~eVx; 

thus n( x) E (TsS)l and, since x - s = - (1/,.1, )n( x), 

x - S E (TsS)l, Ix - sl = E, for x E 1T- 1(S), (4.4) 
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that is, 1T-I(S) C~s in accordance with (4.1). It proves that ~ 
is contained in the E-tube around S and (because of equality 
of dimensions) it is its open subset. 

Q.E.D. 
Lemma 3: Let ~ be an E-tube around an I-dimensional 

submanifoldSc W. Thus~ has all principal curvatures con­
stant iff S is flat (Le., it is an open subset of an I-dimensional 
plane in W). 

Proof Denote by JY the second fundamental tensor of 
S. It means that for s E S, JYs is a bilinear map 

JYs :( TsS)l X TsS-+ TsS, (r, t5s)-+JYs (r, t5s), 

which may be defined by 

JYs(ti' (r(t), s(t)) : = - r(t)T, (4.5) 

where s(t) is a curve on S, r(t) E(Ts(t i' S)\ and the symbol 
( . f denotes the tangent to S component ofthe vector. 10 

Now we express the second fundamental tensor H of 
the hypersurface ~ by the tensor JY. Because ~ has (induced 
from W) Riemannian structure, then for x ~s C~ we have 

(4.6) 

where n( x) : = - A ( x - 1T( x)) is the normal unit vector 
withA = ± 1/E(the + sign corresponds to internal and the 
- sign to external orientation of ~ ). The subspaces 

T~~: = Tx~s = (TsS, x - S)l, T x-~: = TsS (4.7) 

are the vertical and horizontal components of Tx~' 
Let us denote by Ix : TsS-+ T x-~ = TsS the operator of 

horizontal lifting, 2,5 i.e., 

Ix : = (d1T(X)I Tx-.x)-I. 

Now we determine the explicit form of Ix' 
It is well known that any curve sIt ) in S may be lifted to a 

horizontal curve in ~, Le., such that x(t) E T x(,)~' Putting 
x(t) = s(t) + r(t) we have r(t) E(Ts(t)S)\ whereas [since 
s(t) ETs(t)S = T x(,)~] the horizontality condition means 
that r(t) ETs(t)S. Thus r(t) = r(t)T and (4.5) gives 

x(t) = *) + r(t) = s(t) - JYs(t) ( x(t) - s(t), s(t)). (4.8) 

It is the ODE on the horizontal lifting or curves in S. Since 
s(t) was an arbitrary curve, it follows from (4.8) that the hori­
zontallifting of vector Ds is the vector 

Dx =Ix 'Ds =Ds -JYs(x-s,Ds)· 

Thus 
Ix = I-JYs(x-s,') = :l-Jx· (4.9) 

Now, from the definition of H, we have 
Hx(t)x(t) = - n(t), where n(t) = - ,.1,( x(t) - sIt )). Thus, 
consideration of the vertical curves [Le., such that 
s(t) = const] and horizontal ones [Le., such that (4.8) holds] 
by virtue of (4.8) gives 

{
A'Dx , 

H ·15 = 
x x A' JxDs, if Dx = IxDs is horizontal. 

if Dx E T ~~ is vertical, 

So, since (4.6) and (4.9), Hx has the eigenvalue A with multi­
plicity k = m - I and its remaining eigenvalues are 
-Aja( x)l(1 - ia( x)), whereia( x),(a = l, ... ,l)areeigenval­

ues of the tensor Jx = JYs ( x - s, . ). 
Thus, because JYs linearly depends on x - s E (TsS)l, 

the eigenvalues of H are constant iff JY-O. The last condi-
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tion, in tum, implies that S is fiat (since the tangent space Ts S 
is constant for sElf). 

Q.E.D. 
Proof of Theorem 3: If all principal curvatures of ~ van­

ish, then ~ is fiat, i.e., it satisfies an equation of the form 
(ql( x - x o)) = O. This is the case (i) of our theorem. Other­
wise, there exists nonzero curvature A and it follows from 
Lemma 2 that ~ is an open subset of the E-tube (E = 1/ A ) 
around the submanifold S = 1T(~ ). Lemma 3 in tum says that 
S must be fiat, i.e., it satisfies an equation of the form 
P ( x - xo) = 0, where P is an orthogonal projection. Thus 
the €-tube around S is given by (P( x - xo)l( x - xo)) = £1, 
which gives us the case (ii) of the Theorem. 

Q.E.D. 

V.ISOTROPIC SOLUTIONS OF NONLINEAR WAVE 
EQUATION 

In this section we shall study isotropic [i.e., those that 
satisfy the Hamilton-Jacobi equation for massless particles 
(Vu I Vu) = 0] solutions of the nonlinear wave equation (1.1). 
It follows from the theorem below that (1.1) possesses iso­
tropic solutions only for the very special case when 
<P(u,O)=O. 

Theorem 4: Let If be a n = (m + 1 I-dimensional Min­
kowski space with the metric ( . I . ) of the signature (1, m). 
Then for the function u (of the class C 3

) defined in some 
neighborhood of 0 E If the following conditions are equiva­
lent. 

(a) u satisfies the equations 

(VuIVu) = 0, V2u = O. 

(b) u is a solution of the system 

(Vu IVu) = 0, V2u = /3 (u) 

for a certain function /3. 

(c) u satisfies the equations 

(VuIVu) = 0, (V(V2u)IVu) = o. 

(5.1) 

(5.2) 

(5.3) 
(d) x~u( x) may be defined in the implicit form by the 

equation 

F((w(u)lx)) = u, (5.4) 

whereF( . ) is a real function of one variable and u---+w{u) Elf 
is a one-parameter family of nonzero isotropic vectors. 

Proof Obviously (a) =:} (b) and, since 
(V/3 (u)IVu) = /3 '(u)(VuIVu), (b) =:} (c). Further, differentiat­
ing (5.4) we have 

F'({wlx)). ((w'lx)Vu + w) = Vu, 

F"((wlx)). ((w'lx)Vu + wl{w'lx)Vu + w) 

+ F'((wlx))((w'lx)(VuIVu) 

+ 2(w'IVu) + (w'lx)V2u) = V2u. 

Thus 

Vu = F'((wlx))w 
I - F'((w/x)). (w'lx) 

is isotropic and, because (w(u)lw(u)) = 0 implies 
(w'(u)/w(u)) = 0, V2u = O. Therefore (d) =:} (a) and it remains 
to prove that {c)=:} (d). 

Let (XO, x\ ... ,xm) denote Cartesian coordinates in If 
such that (xly) = xl' Yp = xoYo - XiYi' Here and in the se-
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quel we shall use the Einstein convention, that is, repeated 
indices denote summation over their range 
(A,fl,V, ... €{ O, ... ,m I and iJ,k, ... ,€{ 1, ... ,m I). 

We use also standard notation 

au au 
up : = -, up,,: = , UO : = uo, 

axp axp ax" 

ui : = - Uj> uip : = - uip ' etc. 

Let us assume that u satisfies condition (c). Differentiat­
ing the isotropy condition uA.uA. = 0, we have 

(5.5) 

Thus the second equation of the system (5.3), that is, 
uA.u A. P j.t = 0, may be rewritten in the form 

(5.6) 

If u = const then (5.4) holds with F = const. Therefore we 

may assume that Vu¥O, i.e., Uo = ±..ru:u: ¥O. Then from 
(5.5) we obtain the following formulas: 

UOi = {l!UO)uij uj , Uoo = {1!{UO)2UijUiUj' (5.7) 

so (5.6) may be expressed as 

0= (uoof - 2UOi UOi + uijuij 

(5.8) 

where ni : = u;luo. Now we shall show that (5.8) describes 
the fact that all the levels of the function u are hyperplanes in 
If. For this purpose observe that for p E HI and 

Yi : = uijnj - pnj> 

we have the following identity: 
m 

L (uij - Yinj - yj ni )2 
i,j= 1 

= 4p2 - 4(uij ninj )p 

+ (2(uijnin)2 - 2UikUkjnjnj + uijuij)' 

By (5.8) it reduces to 
m 

L (u ij - Yinj - yjnY = (2p - uij njnj )2, 
i,j= 1 

which means that 

(5.9) 

uij = Yinj + yjn i (5.1O) 

for Yi given by (5.9) withp = !uijninj . Thus, using (5.7) we 
obtain 

up" =/3j.tu" + /3"uj.t' (5.11) 

where /30: = {1!2uO)uijninj and /3i : = y;luo. Now observe 
that if X is a vector field on If tangent to the levels of u (i.e., 
such that uj.tXP = 0) then (5.11) gives 

Vxuj.t = uj.t"X" = f!3"X")uj.t' 

Hence the gradient Vu has constant direction on each level of 
u (at least in the local sense). Thus Vu = rp . w(u) for a certain 
function rp¥O and some one-parameter family of isotropic 
vectors w{u) E 'l? Therefore 

V(w(u)lx) = [(w'(u)/x) + l!rp ]Vu, 

and thus the function u may be expressed as a function on 
(w(u)lx), i.e., u = F{(w(u) Ix)) for a certain function F{ . ) 

Q.E.D. 
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Remark 1: The rather surprising fact that (b) implies (a) 
simply means that/3 =0 is the compatibility condition for the 
system (5.2). 

Remark 2: In the more general case of an arbitrary sig­
nature oft . I • ) let us assume that, for u E HI, (wl(u), ... ,wr (u)) 
form the basis of an isotropic subspace I (u) C if and let 
F( ', ... , .) be a real function of r variables. Then it is easy to 
check that the function x---+u( x), defined in implicit form by 
the equation 

F((wl(u)lx), ... ,(wr(u)lx)) = u, (5.12) 

satisfies the system (5.1). 
Our conjecture is that in such a way may be obtained a 

certain class of solutions of the system (5.1). 
Remark 3: The characteristic peculiarity offunctions u 

which may be described in the form (5.12) is that each their 
level u( x) = Uo is the cylinder F((W6Ix), ... ,(w~ Ix)) = Uo 
[where w~ = wi(UO)]' profiled by the level of F and with 
(W6 , ... ,W~)l as the generating subspace. 

For the simplest case r = 1, (5.12) reduces to (5.4) and 
the cylinders become the hyperplanes. 

In the theory of quasilinear POE's solutions of the form 
(5.4) are known as Riemann waves whereas (5.14) defines the 
so-called nonplanar simple waves, cf. Refs. 11-13. 

VI. EXAMPLES OF APPLICATION TO THE EQUATIONS 
OF MATHEMATICAL PHYSICS 

Let us consider a particular form of Eq. (1.1), namely 

V2v =f(v). (6.1) 

Such equations can be found, for example, in the description 
of Josephson phenomenon in the Euclidean field theory, in 
the theory of elementary particles, in nonlinear electrody­
namics, in magnetohydrodynamics, and in gasdynamics. 

Substituting v = 1J (u), where u is of the form (3.2), or 
(3.3a) leads to the following ODE: 

~~~ = f(1J), (6.2a) 

or 

2u d 21J + d1J = f(1J), 
du 2 du 

(6.2b) 

respectively [the coefficient (qlq)#O may be omitted in Eq. 

(6.2a) by including it inf]. Ifwe exchange variable s = flU 
for u > 0 or s = ~ - 2u for u < 0 we can reduce Eq. (6.2b) to 
the Emden-type equations l4

,15 

d 21J r - 1 d1J 
-+----=Ef(1J), E= ±1. (6.3) 
ds2 s ds 

Note that if r = 1, then the above substitution transforms 
(6.3) to the form (6.2a). The ODE's (6.3) with r-;;.2 were inves­
tigated in papers 16, 17 for some class off unctions f In particu-
1ar when r = 3, in the literature17

,18 one can find existence 
theorems for solutions of (6.3) with properties d1J (0)/ ds = 0 
and lims~oo 1J (s) = 0 for their right-hand sides of the polyno­
mial exponential and trigonometrical type 
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f(1J) = 1J n, f(1J) = 1-l1J +,.i,1J 3, f(1J) = exp 1J, 

f(1J) = ± sin 1J, f(1J) = ± cos 1J, 
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f(1J) = ± sinh 1J, f (1J) = ± cosh 1J. 

For some solutions their Taylor expansions were found 
and other ones are given in the tables. IS 

It is worth noting, 19 that all the second-order ODE's 

d
2

1J = F(d1J 1J u) 
du 2 du" 

(where F is rational in 1J and in d1J /du and analytic in u) 
without movable critical points are reduced [by some homo­
graphic transformation 1J = (/ (s)w + m(s))/(p(s)w + q(s)) 
and exchanging the variables u = ¢ (s)] either to Riccati 
equations or to elliptic functions or one of the following six 
types of Painleve transcendents20

: 

d 21J 
PI: --2 = 61J 2 + u, 

du 

d 21J 
P2 : --2 = 21J 3 + u1J + a, 

du 

d
2
1J 1 (d1J)2 1 d1J 1 2 3 (T P3:-=- - ---+-(a1J +/3)+y1J +-, 

du 2 1J du u du u 1J 

d 21J 1 (d1J)2 31J 3 /3 P4:--=- - +--+4u1J 2 +2(u2 -a)1J+-, 
du2 21J du 2 1J 

Ps' d
2
1J = {_I + _1_}(d1J)2 _ ~ d1J 

. du2 21J 1J - 1 du U du 

+ (1J - 1 )2 {a1J + Ii} y1J + (T1J (1J + 1). 
u2 1J u 1J - 1 

P
6

' d
2
1J = ~{~ + _1_ + _1_} (d1J)2 

. du 2 2 1J 1J - 1 1J - u du 

_ {~+ _1_ + _1_} d1J + 1J(1J - 1)1J - u) 
u u - 1 1J - u du u2(u - W 

X {a + /3u + y(u - 1) + (Tu(u - I)}. 
1J 2 (1J - 1)2 (1J - uf 

In some cases this fact is very helpful when looking for the 
solutions of Eqs. (6.2a) and (6.3) in a closed form. Now we 
shall give the solutions ofEq. (6.1) for a few special forms off 

A. The polynomial d' Alembert equation 

Let 

f(1J) = 4A1J 3 + 3B1J 2 + 2C1J + D, A,B,C,D, E HI. 
(6.4) 

From Eq. (6.2a) we have 

!1J /2 =A1J 4 +B1J 3 + C1J 2 +D1J + E, EE HI, (6.5) 

where E is the constant of integrability. Now we present the 
procedure of construction of the general solution of this 
equation. It can be expressed by the Weierstrass P-func­
tion20

,21 satisfying the equation 

p '2 = 4p 3 - g2P - g3' (6.6) 

The so-called invariants g2 and g3 are homogeneous func­
tions of the periods WI' W 2 of the - 4th- and - 6th-order, 
respectively, and are given by the formulas 

I 1 
g2(W I, (2) = 60 L I 4' 

m. m' (mwi + m ( 2) 
I 1 

g3(W I, (2) = 140 L I 6' 
m, m' (mwi + m (2) 

(6.7) 
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In our case the values of the invariantsg2 andg3 are given by 

(6.S) 

al a2 
g3(liJ l, liJ2) = det al a2 a3 

=:p, 

a2 a3 a4 

where 

a I : = 2~' a2 : = ~, a3 : = D -!' a4 : = 4AE. 

The existence of periods liJ I and liJ2 guarantees the fol­
lowing fact. 2 I For every real numberc, the equationJ(r) = c 
[where J(r) =g~/(g~ - 27~) is the module function of 
l' : = liJ l/liJ21 possesses exactly one root in the fundamental 
region of the modular group. Thus, taking c: = q21 
(q3 _ 27p2) we can obtain the ratio l' = liJ l /liJ2. If g2 = q=/=O 
then from the homogenity of the function g2 we can deter­
mine 

liJ~ = q-I . g2(1, 1'), 

and, wheng2 = q = 0 we have 

liJ1 =p-I 'g3(1, 1'). 

When liJl is found, then liJ2 is determined from the formula 
liJ2 = 1'-1 liJl' and liJl and liJ2 calculated in such a way satisfy 
(6.S). It is well known that one can uniquely determine a 
quantity t satisfying the system 

PIt, liJl' liJ2) = ai - a2, 

P'(t, liJl' liJ2) = 2ai + a3 - 3a la2· 

For such t the solution of Eq. (6.5) can be written in the 
following form22: 

t?-(u) = (2A )-1/2g(U, t), (6.9) 

where the function g is given by formula 

( t) _ 1 P '(u + t 12, liJl> liJ2) + P '(u - t 12, liJl' liJ2) g u, _ - . _-'---'--_""""'""--....!..:....--"'c......:...._-'--__ ...:...-....!..:....~ 

2 P(u + t 12, liJl' liJ2) - P(u - t 12, liJl' liJ2) 

-al • 

It may happen that one of the periods (say liJ2) becomes 
infinite, liJ2 = 00; it takes place when g~ - 27~ = O. In this 
case we can express the solution by trigonometric functions, 
using the formula 

P (u, liJl' 00) = _ 2.(~)2 , 
3 liJl sin(21T' ulliJd 

where 
liJl = 1T(2g2/9g3) I 12. 

By specification of the right-hand side ofEq. (6.4) we get 
particular equations appearing in various branches of math­
ematical physics. For many special cases we can find explicit 
solutions in a closed form. For example, let us consider the 
equations of motion for the massive SU(2) Yang-Mills the­
ory 

iJ"G~v = eEabcG!v W~ + J-l2W~, 
where 
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By the so-called t'Hooft-Coorigan-Fairlie-Wilczek ansatz 

W a _ .JvlJxa W a = . JvlJxn .~ JvlJxo 
e 0 -1---, e I Eam +Iuai , 

V V v 
the potential W~ may be reduced to a potential satisfying the 
scalar cP 4-theory equationZ3 

DV-~J-l2v+Av3=0, J-l,AERI. (6.10) 

In our case the ordinary equation (6.5) can be reduced by a 
particular choice of constants A = - A 14, C = J-l2 1 4, 
B = D = 0 to the elliptic equation which may be solved us­
ing the Jacobi function. 20

•
22 So we obtainz4.25 

t?-(u) = t?-o' sn(Alu + E I, k l ), 

t?- (u) = t?-o . cn(A2u + E2, k2), 

t?- (u) = t?-o . dn(A3u + E3, k3), 

(6.11) 

where the Jacobi parameters k i are given by 

2 -At?-~ 2 _J-l
Z +~Z 

k I = 2A Z ' A I = 2 2 0' 
I 

k 2 __ At?-~ 2 J-l2 
2 A2 = --+At?-02. 

4A~' 2 

A 2 _ At?-o 
3 - • 

2 
In this particular case the solutions can be interpreted as 
"periodic waves" (periodic potential). 

Let us consider a particular d' Alembert equation of the 
form 

Dv = J-lV + vn, 

that is,J(iJ) = J-lt?- + t?- n. In our case the ODE (6.2a) can be 
reduced to the elliptic equation 

t?-'= ±1[2/(n+1)]t?-n+I+J-lt?-2+Ej1l2, EERI. 

For example when n = 2 the solution of this equation can be 
expressed by the Weierstrass P-function satisfying Eq. (6.6). 
In this case the invariants g2 and g3 are given by 

J-l (J-l)3 E g2(liJ l, liJ2) = -, g3(liJ l, liJ2) = - - +-. 
12 6 36 

If the periods liJl' liJ2 are obtained then the solution of the 
ODE (6.2a) takes the form 

t?- = 6 P(u, liJl' liJ2) - J-l12. 

Let us consider the second situation when the function 
(6.4) is inserted into Eq. (6.3). If A, B, C, D satisfy the condi­
tion 

_ B3 B(4A )2/3. (SAC - 3B 2) 
D - --+ -..!.-!....-----'---...:....---". 

(4A)2 4A ' 

then the substitution t?- = tv - B (4A )-2/3)/\/4. B gives 

y"(s) + ((r - 1)1s)y'(s) ± 2(.uy(s) + AY(S)3) = 0, 

where J-l: = (4A )-2/3(SAC - 3B 2), A: = (4A )113. It is 
known 18 that if r = 3 then the above equation has a unique 
solution y = y(s) which is of class C 2 on (0, 00) and satisfies 
the conditions 

lim y(s) = const > 0, lim y'(s) = 0, lim y(s) = O. 
s~ s~ S-oo 

Let/(iJ) =J-lt?- + At?-5, whereJ-l <0,.,1, <0. Ifr = 3 then 
the solution of the ODE (6.3) obtained by the Kurdgelaidze 
techniques takes the form24 
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{} = ((A //3 )1/4S0)-1/2(S/SO)I/2Z {m(s/so)}, 

where Z (m) is a solution of the equation 

Z~ + aZ 2 + (f3 /3)Z6 = C I 

and 

mrs/so) = (A //3 )1/4 In (s/so) 

where C I' SO, a and /3 are real constants. In general Z (m) can 
be expressed by elliptic functions. 20 In particular case when 
CI = 0 the solution takes the form (Schonster-Emden I5

) 

{} = (3/so)I/4(1 + (S/SO)2)-1I2. 

Let us consider the special situation when the function 
f({}) = A{}n is inserted into Eq. (6.3). If r = 2(n + 2)/(n + 1) 
then the solution of the ODE (6.3) obtained by Kurdgelaidze 
techniques takes the form 

{} (s) = (f3C i /11. )lIn + 3(S/SO) - 2/n + IZ [m(s)], 

(6.12) 

where Z (m) is a solution of the Emden-Fauler equation 

and 

Z =dZ 
'" dm' 

C2, /3 E lR 

(6.13) 

( 
A )2In + 3 ISISo( s ) -In - 1)lln + I) (s) 

m(s)=CI --2 So - d -. 
/3C I So So 

If C2 = 0 then we can find a special class of solutions of Eq. 
(6.13). Hence we have 

_ (/3C i ) lin + 3( S ) - 2In + I (l(n + 1) ) lin - I 
{}(s)- - -

A So (n - 1)2 

. CI -- So -{ Gil. )2In + 3 IS/sO( S ) - In - 1)/ln + I) 

Ci I So 

In the particular case forf({}) = A{} 3, where A < 0 and r = 4, 
the ODE (6.3) may be solved using a Jacobi function, so we 
obtain24 

{}(s) = - Cn In-2k 2 (so) 112 {I s } 
As~(2k2-1) s ~2P-l so' 

where So is an arbitrary constant and k is the Jacobi param­
eter. If! < k 2 < 1 then the solution describes periodic oscilla­
tion with vanishing amplitude. When k 2 = 1 the periodic 
oscillations transform into hyperbolic oscillations. Hence we 
obtain 

{}(s) = 2 IT (s/so) . 
\j AS~ 1 + (s/sof 

B. The Liouville equation 

The Liouville equation we obtain taking, in (6.1), 
f({}) = J.L exp({}). In the two-dimensional case, n = 2, the 
general solution of(6.1) is well known26

: 
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-1 (8 1'( x + t). g'( x - t) ) 
v- n~. Lf(x+t)-g(x-tW 

If and g are arbitrary functions of one variable). It may be 
simply obtained using our method. For many dimensions 
our procedure gives for the solution ofEq. (6.2a) the follow­
ing expression: 

{} (u) = In( P( ± (~J.L/2)u, ml' ( 2) - (l/3J.L)D), DE lRI, 
(6.14) 

where P is the P-Weierstrass function with the invariants g2 
and g3 given in the form 

g2(ml, (2) = 4D 2/3j1,z, g3(m Jo ( 2) = 8D 3/27J.L3. (6.15) 

Some people27 think that in quantum field theory parti­
cles are described as the singular solutions of the Liouville 
equation. The solution (6.14) with u as in (3.2a) describes the 
movement of a single particle in the Euclidean quantum field 
theory. 

Another application of the Liouville equation is in plas­
ma physics. Let us consider electrical potential v created by 
particle distribution (ions, electrons, etc., with charge Ze' e 
the elementary charge, Z a nonzero, integer number) at abso­
lute temperature T. Let the concentration of charged parti­
cles be no. Then we have the following equation28 for poten­
tial VI: 

LtVI = - 41Teno exp( - ZevI/kT). 

By substituting v = - Zevl/kT we obtain the right-hand 
side of the formf(v) = J.L exp v, where J.L = 41Te2nolkT. The 
obtained solution (6.14), where u is given by (3.2a), describes 
self-consistent potential created by charged particles at tem­
perature T. This potential always has a singular point, given 
by the equation 

P( ± (~J.L/2)u, ml' ( 2) - (l/3J.L) D = O. 

Therefore we can consider this solution as a logarithmic po­
tential created by an effective point charge located at a singu­
lar point. 

In turn, substitutingf({}) = J.L exp in Eq. (6.2b) gives 

2u{} " + r{} , = J.L exp {}. 

By substituting {} = In tJI, it can be reduced to 

.. Ip r· J.L 2 
tJI - - + -tJI - -IJI = 0 

1J12s s ' 

where Ip: = dlJl Ids, s = u/2. 

For r = 2 the above equation becomes2o the third equa­
tion of the Painleve P3 type for an unknown function IJI. 

C. The sine-Gordon equation 

Let us consider now the sine-Gordon equation [ie., 
fW) = sin {}]. 

We start with Eq. (6.2a). Substituting {} = 4 arctan IJI 
for the sine-Gordon equation gives 

1JI,2= D-l 1J14+ D+3 1J12+ D-l, DElRl, 
848 

where D is the constant of integrability. This ODE is ofthe 
form (6.5) and the method described in Sec. VI A may be 
used, giving for IJI the same expressions as in (6.9) for {}. 
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In tum, Eq. (6.2b), after the substitution {} = - i In 1[1 
for the sine-Gordon equation gives 

1[1"_ 1[1'2 +_'_1[1, __ 1_1[12+_1_=0. (6.16) 
1[1 2u 4u 4u 

The condition of reality {} requires that 11[11 = 1. For, = 2, 
Eq. (6.16) becomes the third equation ofthe PainieveP3 type. 
There is also another possible way. Namely inserting 
{} = EI[I2 with E = ± 1 into equation (6.2b) we obtain 

ij; = (_1_ + _1_) 1p2 _ ' - 1 Ip + 81[1(1 - 1[1) 
21[11+1[1 s 1+1[1 

ifE = 1, and 

ij; = _ (_1 ___ 1_) 1p2 + ' - 1 Ip + 81[1(1 + 1[1) 
21[1 1-1[1 s 1[1-1 

if E = - 1, where Ip: = dl[l/ds, s = lu1 1/2
• This equation is 

of the Painleve Ps type. 20 

D. The cosh- and sinh-d' Alembert equations 

Let us consider the d' Alembert equation (6.1) with the 
right-hand side of the hyperbolic type: 

(a) fW) = cosh {} and (b) fW) = sinh tJ. 

By substituting {} = 4 arctanh 1[1 the ODE (6.2a) leads to the 
equation 

1[1'2 =! 1[1(1 + 1[12) + (C /8)(1 _ 1[12)2 

for the case (a), and 

1[1'2 = 1[12 + (C + 1/8) (1 _ 1[12)2 

for the case (b), where C is the integral constant. Both these 
equations are of the considered form (6.5). If in particular 
C = 0 then we obtain the following solutions: 

{}(u) = In (4P(u WI' ( 2 ) - jD), D E RI, (6.17) 

where P is the P-Weierstrass function with the invariants g2 
and g3 given, respectively, by the formulas 

g2(W I , ( 2) = !(~D 2 ± 1), g3(W I , (2) = - D (D 2/27 ± ~), 
where the upper sign refers to the case (a) and the lower to the 
case (b). 

In tum Eq. (6.2b), after substituting {} = In 1[1, gives 

1[1" 1[1,2 , 1[1 1 1[12 - 1 0 
-q;-+2; -4; +4;=' 

where the upper and the lower signs refer to the case (a) and 
(b), respectively. This is a Painleve P3 type equation. 
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We examine the singularity structure of the equations of motion associated to integrable two­
dimensional Hamiltonians with second integrals of order higher than 2. We show in these specific 
examples that the integrability is associated to a singularity expansion of the "weak-Painleve" 
type. New cases of integrability are discovered, with still higher-order integrals which are 
explicitly computed. 

PACS numbers: 03.20. + i, 02.30. + g 

I. INTRODUCTION 

The singularity analysis is a most useful tool in the 
study of nonlinear dynamical systems. The interest in this 
method has been kindled by the conjecture of Ablowitz, Ra­
mani, and Segur (ARS)1 who related integrability to the sin­
gularity structure through the Painleve property. The latter 
is associated to the absence of critical movable singularities 
on the complex time plane, i.e., the singularities of the solu­
tions are simply poles. The power of the ARS conjecture has 
been amply demonstrated by various works where it was 
shown that well-known integrable systems pass the Painleve 
test. However, and what is more important, this approach 
has made possible the identification of new classes of integra­
ble systems. 2 

In a recent work we have examined the possibility of 
integrability existing independently of the Painleve proper­
ty. We thus discovered two-dimensional polynomial Hamil­
tonians which possess a second integral of motion, and 
where the equations of motion were not of the Painleve type. 
However they possess movable singularities of particularly 
simple algebraic-cut form (t - to)lIn. Such a behavior was 
dubbed the "weak-Painleve" property and has been ex­
tremely useful in producing 2-D integrable Hamiltonians. 3 

Once the "weakened" version of the Painleve conjec­
ture was proposed, two important questions have been asked 
by Kruskal and Fokas. Kruskal's question was whether the 
full-Painleve property (pure pole behavior) could not be re­
covered from the weak Painleve one with an adequate 
change of variables. This question has been dealt with in 
detail in a previous article.4 We have shown that the two­
dimensional Hamiltonian systems exhibiting the weak-Pain­
leve behavior, and which are associated to constants of mo­
tion quadratic in the velocities, are separable in some sense. 
The equations for the trajectory indeed separate when one 
expresses them in the adequate coordinate system. sOur 
analysis has shown that the equations of motion, even when 
expressed in the coordinate system which lead to separation, 
still are of "weak" rather than the full-Painleve type. Fokas' 
remark at this point was that a genuine test of the weak­
Painleve criterion would be offered by integrable Hamilto­
nians which are decidedly nonseparable. Therefore 2-D 
Hamiltonians with a second integral of degree higher than 2 

in the velocities were investigated. 
The aim of this paper is to examine, from the point of 

view of the singularity structure, two Hamiltonians: one due 
to Fokas himsel~ and one due to Holt,7 for which cubic 
integrals of motion are known. We will show that these 
Hamiltonians lead indeed to expansions of the weak-Painle­
ve type for the solutions. In the case of the Holt Hamiltonian, 
further cases of integrability are discovered. Their second 
integrals are calculated. In the process of calculating these 
integrals we investigate the possibility of modifying the po­
tential through additional terms while preserving integrabi­
lity. We derive thus the additive terms for the Holt potential 
and for the Henon-Heiles one (which we have analyzed in a 
previous workS). 

II. PAINLEVE ANALYSIS OF THE FOKA5-
LAGERSTROM HAMILTONIAN 

In a recent paper,6 Fokas and Lagerstrom proposed the 
two-dimensional integrable Hamiltonian 

H = !(x2 + y2) + (x2 _ y2)-2/3, (1) 

for which the second integral is 

1= (x2 - y2)(xy _ yx) - 4(yx + xy)(x2 - y2)-2/3. (2) 

The Hamiltonian assumes an even simpler expression in the 
variables x ± y. 

We rewrite H, up to scalings, as 

H = ~(X2 + y2) + ~(XY)-2/3. (3) 

The equations of motion read 
X=X-S/3y-213, Y=X- 2/3 y-S13. 

An obvious possible singular behavior is 
X ~ Y ~ (t - to)a, 

with a - 2 = - ~a, i.e., a = ~. 

(4) 

The leading behavior is not a pole. A priori, one could 
expect either of two possibilities: the full-Painleve situation, 
where X sand yS have a pure triple pole; or the weak-Painle­
ve case, where all powers of (t - to)I/S appear in the expan­
sion. 

In order to settle this question, we compute the reson­
ances. I We find - 1, -~,~, and~. As usual, - 1 is associat­
ed to the arbitrariness of to and two free parameters enter at 
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order ~ and!. We are thus in a weak-Painleve situation. 
Because of the presence of one negative resonance be­

sides - 1, this solution depends on three free parameters 
instead offour, and is not generic. We must now look for the 
generic singular solution. Up to the exchange of x and y, this 
solution is obtained when Y has a divergent second deriva­
tive, but has a finite, nonzero limit A at the singularity. 

The dominant part of the X equation is 
X=A -2/3X- 5 /3, 

giving the leading behavior X - (t - to)3/4 and resonances 
- I and + 1 (this is stilI a weak-Painleve situation). 

As for Y it behaves as 

Y = A + B (t - to) + C (t - to)3/2 + "', 
with A and B free. The (t - tof/2 term in Y is such that its 
second derivative balances the most divergent term (propor­
tional to X -21 3

) in the corresponding equation. 
The four free parameters of this generic solution are to, 

A, B, and the coefficient of(t - to)5/4 inX [or, equivalently, of 
(t - to)2 in Y] which is related to the energy. 

In conclusion, both the obvious, nongeneric solution 
and the (far from obvious) generic one have weak-Painleve 
type expansions. This would suffice in order to answer Fo­
kas' question as to the existence of nonseparable potentials 
with the weak-Painleve property. However, further exam­
ples can be offered. 

III. PAINlEVE ANALYSIS OF THE HOLT 
HAMilTONIANS 

In his analysis of integrable potentials in two dimen­
sions, Holt has constructed a Hamiltonian which possesses a 
second integral cubic in the velocities. 7

•
9 The form of this 

Hamiltonian is 

H = !(x2 + .l) - iAx4/3 - (y2 - y.t).x-2/3, (5) 

with A = 1 (we have introduced A for further use). 
Its second integral, still for A = I, reads 

C = y(2y2 + 3yx) - 3y [2( y2 _ y.t).x-2/3 _ 3x4/3 ] 

- 18xyx'/3. (6) 

The corresponding equations of motion are 

x = AX'/3 + p,x- 5/3 _ ~2X-5/3, ji = 2yx-2/3. (7) 

The Painleve analysis in the case p, =1= ° is quite intricate. 
In fact it resembles closely the analysis we presented for Fo­
kas' Hamiltonian. That is, y has a divergent second deriva­
tive but a finite nonzero limit at the singularity. 

Three cases can be distinguished (in which the param­
eter A does not play any role). 

(i) X_A76/5 , y-.J¥- +B76/5 (7=t-to), 

whereA, B are determined by the most diverging term in the 
equations of motion. The resonances in this case are - 1, 
-~, -~, - 3' So this is a one-parameter solution. 

(ii) X_A79/8
, y-.J¥- + B7 + Cr14, 

where one free parameter, say B, determines A and C. We 
look for the resonances through a term yr/4 + n iny. We find 
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n = - i which means that to is free, n = - i (B is free) and 
n = -!, -~, which are just formal resonances. This is a 
two-parameter solution. 

(iii) x_DrI4, y-A + B7 + Crf2, 

with A and B free (C and D fixed through Eq. 7). We look for 
resonances through terms Y73/4 + n in x and or12 + n in y. We 
find n = - 1 (due to to), n = -~, -1 (associated to A and 
B), and n = 1 which is a genuine resonance (related to the 
energy). So the solution is the generic four-parameter one 
and it is of the weak-Painleve type. 

We now turn tothecasep, = 0, for which A will play an 
essential role. In this case x diverges as x-r while y can 
diverge either asy-r or asy-~ with rational n. 

In the first case ( y - r) the resonance condition leads to 

6A. = 6 + m(m + I), (8) 

where m must be an integer. In the second case (y-~) we 
obtain 

n(n - I) = 12/A. 

The only rational solutions to systems (8), (9) are 

A = I, m = 0, n = 4, 

A = 2, m = 2, n = 3, 

A=6, m=5, n=2, 

A = 16, m = 9, n =~, 

A=27, m=I2, 

A=£¥, m=22, 

n =~, 

n =~. 

(9) 

Of these solutions A = 1 corresponds to the known Holt po­
tential; A = 2 is a formal solution of (8), (9) which does not 
satisfy the Painleve property. Indeed, the leading behavior is 
not rational but logarithmic. Cases A = 6, A = 16 are new 
integrable cases which possess the full Painleve property (for 
A = 16 this is true in terms of y2 rather than y). We have 
indeed been able to compute the integrals of motion of these 
two cases at order 4 and 6 in the velocities. The two remain­
ing cases are, at best, genuine weak-Painleve cases and candi­
dates for integrability. However we have not been able to 
identify a second constant of motion, at least up to order 6 in 
the velocities. 

IV. DIRECT SEARCH FOR INTEGRALS OF MOTION FOR 
THE HOLT POTENTIAL 

In this section, we look for potentials of the form 

V = y 2G ;'(x) + yG ; (x) + G3(x) + F (y), (10) 
for which the equations of motion admit, apart from the 
energy, a second invariant quartic in the velocities. Such po­
tentials are a generalization of Holt's form. Following the 
method exposed in Refs. 2 and 8, one immediately sees that 
because 

Vxy' = 0, 
the form of the invariant will be 

C=foi4 +goi2 + g,xy + g# + h, (11) 

wherefo is a constant andgo,g"g2' h are functions ofx andy. 
The expressions for the g/s read 

~=y2G;' +yG 2 + G3, g) = - 2yG; - Gz, 
gz = 2G, (with 4fo=I). (12) 
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We now write the last relation that allows the calcula­
tion of h and which will impose constraints on the nature of 
the arbitrary functions Gi and F: 

gl(Vxx - Vyy ) + 2(g2 -go)Vxy - (2go,y -gl,x)Vx 

+ (2g2,x - gl,y)Vy = 0. (13) 

It is clear that different kinds of terms will be involved 
in this relation. 

Let us first consider the case where F = 0; the only 
terms depending ony in this relation are of the formyk qJ (x), 
for k a non-negative integer up to 3. 

The preceding relation leads thus to four distinct equa­
tions. Quite easily, one realizes that G2 has to be set to zero if 
G ;" # ° and we are thus left with the two relations 

(with J = G3 - 2GI ). (14) 

A nice algebraic solution (with G i' #0) is 

GI = £x4/3. 

Integration for J is quite easy and reads 

J = Kx2/3 + J.lX- 2/3, 

and the potential V has the form 

V = x-2/3y2 + KX+ 2/3 + J.lX- 2/3 + ~4/3. (IS) 

We will now introduce the functionF. If Fis not polyn­
omial, it will not interfere with other terms in relation (13). 
Thus Gland J are not modified, which leads to the following 
equation for F: 

3F' +yF" =0, 
that is, F = V/y2. 

The most general solution of that kind is thus the fol­
lowing: 

V = x-2/3y2 + Kx2/3 + J.lX- 2/3 + ~X4/3 + V/y2. (16) 

This is in fact a generalization of the Holt potential with 
A = 6 which we recover for K = V = 0. However we have two 
extra terms in x 2/3 and l/y2 which are compatible with the 
existence of an integral of order 4: 

C = x4/4 + (y2x- 2/3 + Kx2/3 + ~4/3 + J.lX- 2/3 )X2 

_ 6xl/3yxy + ~4/3y2 + y4x -4/3 _ 9y2x2/3 

_ 2Ky2 + K2X4/3 + 9KX2 + \,x8/3 + 2y2J.lx-4/3 

+ 9J.lX2/3 + J.l2X- 4/3 + 9vx4/3y-2. (17) 

At this point two interesting results can be obtained 
concerning previously studied Hamiltonians. Indeed consid­
er the case where F is a polynomial of degree 4, namely 

F' = ay3 + by2 + cy + d, 
Consider first solutions where G2 = 0. 
The two preceding relations for G I and J are trans­

formed into 
G i G I + SG i'G I - 6aG i = 0, 

G iJ" + 2G;"J + 3G;'J' - 4cG; = 0, 

andb = d= 0. 
From the first equation, we get 

GI = (A. /4)x4, a = 16..1" 
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from which one obtains for J, 

J = KX2 + J.lX- 2 + vx- 6
, 

and the solution V writes 

V = 8y4 + 6x2y2 + X4 + J.lX- 2 + vx-6 + K(X2 + 4y2). 
(18) 

This potential has been examined in our paper on inte­
grable polynomial potentials, and its second integral of mo­
tion was identified. We remark here that the additional 
termsJ.lx- 2 + vx- 6 do not destroy integrability. Indeed the 
second integral is 

C = X4 + (24x2y2 + 4X4 + 4vx- 6 + 4J.lx- 2 

+ 4K(X2 + 4y2))X2 - 16yx3xy + 4x4y2 + 16x4y4 

+ 16x6y2 + 4x8 + l6Ky2x4 + 48vx-4y2 + l6J.ly2 

+ 8KX6 + 8~ + 4K2X4 + 8KV + 4 J.l2 +}KV 
X ~ X 

(19) 

In the case G2 #0, similar calculations lead to the 
Henon-Heiles potential which has been integrated by us 10 

and, independently, by Hall.9 The integral of motion is again 
quartic in the velocities and integrability is preserved despite 
the addition of terms of the form J.l/x2 + v/x6

• So this inte­
grable Henon-Heiles potential reads 

V = (a/2)(x2 + l6y2) + d (x2y + ¥,y3) + J.l/x2 + v/x6
, 

(20) 

with invariant 

C = ~X4 + [!!....X2 + dx2 Y + .!!::.. + ~]X2 _ dx
3 

xy 
4 2 x 2 x 6 3 

2 dv y + 2J.lv v + 4 8 +12 x x x 

d 2X6 a2x 4 (av + J.l2) 2 - + - + + -J.ldy, (21) 
18 4 X4 3 

For the case A. = 16 we look for a second integral of 
degree 6 in the velocities (having verified that degree S did 
not lead to any interesting results). We have in general 

C = eoi6 + elxSy + e2x4y2 + e3x
3y3 + e4x2y4 + esxys 

+ loi4 + IIx3y + lzi2y2 + 13xy3 + 1~4 
(22) 

with the /; 's, gi'S, and h functions of x, y and the ei's con­
stants. The absence of y6 in C guarantees that C is not pro­
portional to H 3. From the compatibility conditions8 we find 
readily 

e3 = e4 = es = 0, 
while some further calculations give e l = O. The/;'s can thus 
be computed: 

10 = 6ealxa + ~eoA.xa + 2, II = 12xa + ly(e2 - 3eo), 

12 = 4e2lxa + 9xa + 2((A. /3)e2 - e2 + 3eo), (23) 

13 = - 24e2x
a + ly, It = 18e2x

a + 2, 

with a = - j. For the calculation of the g6'S we have a first 
compatibility condition 

(A. - 21)e2 + ISeo = 0, (24) 
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and their general form is 

with 

go = AoY4X2a + BoY2X2a + 2 + CoX2a + 4, 

gl = AJY3X 2a+ 1+ BJYx2a + 3, 

g2 = A:z}I4X2a + B:z}I2X2a + Z + C~2a + 4, 

(25) 

Ao = I2eO' Bo = I8Aeo + 36(ez - 3eo), Co = ¥A zeo, 

AI = 24(ez - 3eo), BI = ~(ez - 3eo)(4A - 9), (26) 

A z = 4e2, Bz = I2(A - 6)e2 , 

Cz = - (ez - 3eo)(~A - w) + ~ zez' 

The last compatibility relation for the calculation of h 
reads 

(ez - 3eo)(A z - 7A + 6) = O. (27) 

So either A = 1 or A = 6 or ez = 3eo. The first two cases 
were found previously: for the first, the present invariant is 
the square of the cubic integral, while for the second, we have 
the product of the energy times the quartic invariant. The 
only remaining possibility is ez = 3eo and replacing back into 
Eq. (24), we find A = 16. This gives us a genuine sixth-order 
integral of motion 

C = x6 + 3y2x4 + 6(X4 + 2,X2y2)( yZ + I2xz)x-z/3 

_ 72x1/3yxy3 + 54x4/3y4 

+ 12(xz + yZ)(y2 + 144x4)x-4/3 

+ 72xz/3y2(4xZ _ 5yZ) + 8( y6 _ 35y4xZ 

+ 432yZx 4 + 1728x6)x-z. (28) 

Cases A = 27 and A = ~ do not have second integrals 
of motion up to degree 6 in the velocities. 

v. DISCUSSION AND OUTLOOK 

In this paper we have presented evidence that the weak­
Painleve concept which we have introduced in our previous 
work is not associated exclusively to 2-D Hamiltonians with 
a quadratic second constant of motion. Two integrable 
Hamiltonians have been analyzed: one due to Fokas and La­
gerstrom and one due to Holt. We have shown that the solu­
tions of both Hamiltonians are of the weak-Painleve type, 
i.e., they present algebraic branch points of a specific type 
fixed by the dominant behavior of the equations of motion. 
The variety of these "natural" exponents makes the exis­
tence of a transformation, through a change of variables, 
from weak type to a full-Painleve pole-type expression ex­
tremely improbable. (This richness of natural exponents 
would be even greater if we had included in our Painleve 
analysis the additional terms discovered in Sec. IV.) 
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At this point a question still lingers concerning the Holt 
potential. Are the cases corresponding to A = 27 and A = ~ 
indeed integrable? (The resonances being at m = 12 and 
m = 22, respectively, make the check of the compatibility 
condition next to impossible.) We have not been able to iden­
tify a second constant of motion up to order 6 in the veloc­
ities. Calculations beyond this order would necessitate ex­
tensive formal computer calculations of increasing 
complexity. 

As a by-product of our calculations we have obtained 
additional terms for the Henon-Heiles potential as well as 
for the quartic polynomial potential, the integrability of 
which we had treated in our previous work. 

As a conclusion we can state once more that the singu­
larity analysis is indeed a most powerful tool in the domain 
of nonlinear systems. 
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I. INTRODUCTION 

There seems little need to motivate a paper which is 
concerned with the existence of explicit integrals of motion 
in classical mechanics. From the earliest days of the subject 
much attention has been given to the question of the exis­
tence of such integrals; however, comparatively few general 
results are known. Indeed, at the present time our knowledge 
is essentially confined to several disparate examples though 
we do entertain the hope of some much more general unify­
ing theory. 

The present paper has several objectives. In Sec. II, I 
give some results which enable integrals of motion to be writ­
ten down if the Hamiltonian of the system has a certain form. 
In Sec. III, I investigate the conditions under which a system 
has integrals of motion which are polynomial in the momen­
tum variables and make a number of observations about 
these conditions. In Sec. IV, I work out in detail an example 
to show how the conditions just referred to may be used in 
practice and some of the difficulties which may be encoun­
tered. In Sec. V several more examples are outlined using the 
theory of Sec. III. 

The notation used here is mainly that of the traditional 
tensor calculus. The summation convention applies 
throughout and, with the exception of example (5) in Sec. V, 
all indices are lowered. The phase space of the systems con­
sidered is 2m-dimensional with m taking particular values in 
the examples. 

II. SOME GENERAL RESULTS ON INTEGRALS OF 
MOTION 

The results which I give here belong properly to the 
realm of symplectic geometry. Thus, throughoutN denotes a 
symplectic manifold and [ , 1 denotes the Poisson bracket 
on F (N), the ring of functions on N. 

Proposition 2.1: Suppose that H is the Hamiltonian of a 
system and that 

H =/(A,BI' ... ,Br), 

whereA,BI,. .. ,BrEF(N) and/is a function of the r + 1 argu­
ments indicated. Suppose also that [A,Bj 1 = 0 (l<i<r). 
Then [H,A 1 = o. 

The proof of Proposition 2.1 is trivial from the proper­
ties of [ ,land though it may seem innocuous it can some­
times yield useful results. The next result has been given 
before but I shall now expand upon it considerably. Again 

a) Current address. 

the proof is straightforward using the derivation properties 
of [ , ). 

Proposition 2.2: Suppose thatH,A,B,P,QEF(N) and that 

H = (A + B )I(P + Q ), 

where [A,B 1 = [P,Q 1 = [A,Q 1 = [P,B 1 = O. Then 

[H,(AQ -BP)I(P+ Q)l = O. 

The last result leads immediately to the following, the 
proof being similar. 

Proposition 2.3: Suppose that H,Aj,PjEF(N) (l<i,j<r) 
and that 

H = (AI +A2 + ... + Ar)/(PI + P2 + ... + Prj, 

where 

Then 

A I(P2 + ... +Pr) -PM2 + ... +Ar) 

PI +P2 + ... +Pr 
A 2(P3 + ... + Pr + Pd - P2(A 3 + ... +Ar +Ad 

PI +P2 + ... +Pr 

Ar(P1 + ... +Pr-d -Pr(A I + ... +Ar_ l ) 

PI +P2 + ... +Pr 

are r integrals of motion for H which themselves mutually 
commute. In particular, if r = ~dim(N) and these integrals 
are independent, the system determined by H is completely 
integrable in the sense of Liouville's theorem. 

The last two results seem very closely related to some 
classical results of Liouville (see Whittaker l

). Also, one 
could write down more integrals by using Proposition 2.2 
and choosing, for example, A = AI + A 2, B = A3 + ... + Ar, 
P = PI + P2, Q = P3 + ... + Pr, etc. 

III. CONDITIONS DETERMINING THE EXISTENCE OF 
POL VNOMIAL INTEGRALS 

Consider a standard Hamiltonian of classical mechan-
ics 

H = !Pj Pj + V(x j), 

where (x j , Pj)is a coordinate system. Suppose that/is a con­
stant of motion for the system determined by H and that 

/ = A a1 ···a,,Pa1 "'Pan 
+ A al ···an _ pal "'Pan I + .. , + AalPa l + A, 

where A al ... an ,Aal ... an 1 ,· .. ,Aa1,A are symmetric tensors of 
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rank n,n - 1, ... ,1,0, respectively. The conditions that Hand 
/ commute are easily seen to be 

A.al = 2V,iAali' 

0= V.iA i. 

(3.1) 

Several remarks can be made about (3.1). First, if V is itself a 
polynomial in coordinates then so too is! Second, the alter­
nate equations of (3.1) decouple into two sets and so it suf­
fices to look for constants of purely odd and purely even 
degrees. Third, the first two equations of (3.1) define Aal"'an 
and A

UI
"

Un 
I as Killing tensors of the metric t)ij (see Refs. 2 

and 3). 
A Killing tensor is the natural generalization of a Kill­

ing vector which is well known in connection with the exis­
tence of momentum integrals. In a recent work4 I showed 
that on a general (pseudo-Riemannian) manifold of dimen­
sion m, the (vector) space of Killing tensors of rank n has 
dimension less than or equal to 

(m+n-l)!(m+n)! 

(m - 1)!m!n!(n + I)! 

and following Kalnins and Miller5 that equality is attained if 
and only if M is of constant curvature. Moreover, I adduced 
evidence that on fiat spaces the Killing tensors are generated 
by just the Killing vectors. 

Killing tensors appear to have originated in the context 
of general relativity but naturally they are much more diffi­
cult to deal with on a manifold which is not fiat. Also, Wood­
house6 introduced the concepts of Killing pairs and confor­
mal Killing tensors which correspond to integrals of motion 
which are rational in the momenta and integrals of motion 
for the null geodesics in relativistic mechanics, respectively. 

Returning to (3.1) it is clear that linear integrals of mo­
tion are determined by Killing vector fields which preserve 
V. This is well known from Noether's theorem and so I shall 
not discuss linear integrals here. Quadratic integrals, which 
from the preceding comments may be taken in the form 
Aij Pi Pj + A, correspond to rank 2 Killing tensors which 
also satisfy the conditions. 

A,i = 2V, jA ij · (3.2) 

HereA may be eliminated from these conditions leaving sev­
eral linear second-order partial differential equations to be 
satisfied by V. For the case of two degrees offreedom, condi­
tions (3.2) reduce to a single independent condition which 
has been the subject of several investigations l

•
7

-
9 and shall 

not be repeated here. More generally, when using (3.1) to 
detect polynomial integrals of odd or even degree the second 
highest degree term is always subject to some linear equa­
tions which also involve the components of the Killing ten­
sors. However, for degree 3 constants or higher there will 
also enter nonlinear equations which make the problem of 
finding such integrals much more complicated. Example (6) 
in Sec. V gives an example of such a complication. 
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IV. A SPECIFIC EXAMPLE 

I shall next give a rather detailed example of how Eqs. 
(3.1) may actually be used in practice. Referring to Sec III, I 
suppose that m = 2 and write x = XI' Y = x 2, p" = PI' 
Py = P2' I also assume that V = V(x - y) and so the quantity 
M = !(p" + py)is a constant of motion by Noether's 
theorem. Besides M and the Hamiltonian H there must be 
one more functionally independent integral depending on 
(x, y, p", Py) and one may ask whether this third integral is 
polynomial in momenta. It is quite straightforward to show 
that if the polynomial has degree 2 or 3, then up to various 
inessential additive and multiplicative constants 

V=x-y or V= l/(x-yf (4.1) 

Now suppose that/is a degree 4 integral. By consider­
ing the sequenceJ, I J,M l, II J,M j,M j, ... , it is clear that it is 
sufficient to look for an/whose Killing components are of 
degree less than or equal to 1. Note that I J,M l #0, other­
wise there would be three mutually commuting integrals 
I H,M.! l which would force/ to be dependent on Hand M. 
More generally, one may refer to a polynomial integral as 
trivial ifit can be obtained from polynomial combinations of 
constants of lower degree. In two dimensions it is certainly 
true that the Killing tensors are generated by the Killing 
vectors4 and so it is sufficient to take the degree 4 term of the 
integral as 

Aijkl Pi Pj Pk PI 

= 4(yp" -XPy) 

X(DIP; - 3D3P~ Py + 3D4P" P; - D2P~) 

+ EI p! + 4E3P; Py + 6E5P~ P; 

+ 4E4P" p~ + E2P;, 

where the D 's and E 's are constants. 

(4.2) 

Now applying conditions (3.1) one obtains the following 
system of equations where a prime denotes differentiation 
with respect to the variable x - y: 

and 

A,1.l = 4V'(A II II -A II12 ), 

A II ,2 + 2A 12,1 = 12V'(AII12 -A I122 ), 

A 22,I + 2A 12,2 = 12 V'(A 1122 - A 1222)' 

A 22,2 = 4 V' (A 1222 - A 2222)' 

A.I = 2V'(AII -Ad, 

A.2 = 2V'(A12 -A22)' 

(4.3) 

(4.4) 

Equations (4.3) yield partial integrability conditions on the 
Ai}: one can use the first pair and last pair to obtain, after 
differentiation, expressions for A 12,11 and A 12,22' Then de­
mand that A 12,1122 = A 12,2211 • One obtains 

15(DI + D2 - D3 - D4)V III + (2D I(x - 2y) + 2D2(2x - y) 

+ 6D3y - 6D4x - EI + E2 - 2E3 + 2E4)V"" = 0. 
(4.5) 

It follows since V = V (x - y) that 

15(DI + Dz - D3 - D4)V1II + (3(DI + D2 - D3 - D4)(x - y) 

- E, + E z - 2E3 + 2E4)V"" = 0, (4.6) 
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and 

(D, - Dz - D3 + D4)V"" = 0, 

or else 

D, +Dz -D3-D4 

(4.7) 

= D, - Dz - D3 + D4 = E, - Ez + 2E3 - 2E4 = O. 
(4.8) 

If(4.6) and (4.7) hold, Vis of the form 

V = K(x - y) or V = Q(x - y) + q/(x - y)Z, (4.9) 

where K is a cubic polynomial, Q a quadratic polynomial 
and, q some constant. Next, using (4.4) one obtains the 
further condition 

(A l1 -A22 )V" = (A".2 -A 12., -A 12,2 +A22,,)V'. 
(4.10) 

It follows from either of conditions (4.9) together with (4.10) 
that V has one of the forms given by (4.1) and thatfis neces­
saril y trivial. 

f = 4( YPx - XPy)(Px _ py)3 

I next turn to the other alternative, i.e., that (4.8) holds. 
Using the fact that M 4,HM 2,H 2 are all polynomial integrals 
one may further suppose that either 

(4.11) 
or 

D, = -D2 = 1, EI =E2 =E3 =E4 =Es =0. 
(4.12) 

Equation (4.11) leads once again to V = x - y. Equa­
tion (4.12) in conjunction with Eq. (4.10) leads to the follow­
ing condition where W' = V: 

WW'" + 3(x - y)W'W'" 

+ 3(x - y)W" WIt + 12W' W" = o. (4.13) 

Besides the solutions equivalent to (4.1), (4.13) gives a third 
possibility, i.e., that V = l/(x - y)2/3. Thus the Hamiltonian 
given by 

H = !(p~ + p;) + l/(x _ y)Z/3 

has the quartic integralf given by 

+ 8(px - py)((YPx - XPy) - (x - Y)(Px + Py)) + 32(x + y) 
(x - y)2/3 (x _ y)4/3 . 

Moreover, this is essentially the only system which admits a nontrivial quartic polynomial. 
The result may be generalized as follows. Define the Hamiltonians H k , k = 0,1,2, ... , by 

Hk = !(p~ + p;) + l/(x - yf/(2k+ II. 

Thenfk is an integral of degree 2(k + 1) where 

_1_]; = (p + P )(_I_(k) 2k + 1 (x _ y)(2k + 1)/(2k + II( P _ P fk + ! 
16 k x y 22k +! 0 2k + 1 x y 

+ _1_ (k)2k + l(x _ y)(Zk~ !1/(2k+ !I(p _ P )2k~! + ... + J.. (k)2k + 1 (x _ y)I/(2k+ !I(p _ P )) 
22k ~ ! 1 2k _ 1 x y 2 k 1 x y 

(
1 1 )k+ I 

- 2(x + y) "4 (Px - py)2 + (x _ y)2!(Zk+ II . 

v. OTHER EXAMPLES 

(1) Consider the system with m degrees of freedom 
whose Hamiltonian is given by 

H=!p;p; +e, 

where e is a homogeneous function of degree - 2 and also 
I ~j~ ! Pj ,e I = O. This system is a variation of the Calogero 
system. 1{}-12 The following integrals were found using (3.1): 

E = XiX; Pj Pj - X;Xj P; Pj + 2x;x;e, 

F = ( it! x;) Pj Pj - Xj Pj ( it! p;) + 2( it! x; )e. 

(2) As another variation on the Calogero system consid­
er the system with m degrees offreedom whose Hamiltonian 
is given by 

H=!p;p; +e+f(x;x;), 

where e is a homogeneous function of degree - 2, 
I ~j~ ! Pj ,e I = 0, andfis any function of x 2 = X·X. This time 
one has the integrals 

E = XiX; Pj Pj - X;Xj P; Pj + 2x;x;e, 
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r 

D = (~(X;)Pj - Xj ~ (P;))( ~ (x;)Pj - Xj ~ (Pd) 

+ 2( ~X;r(e + f), 

so that for m = 3 this system is completely integrable. 
(3) In this example I consider a system with two degrees 

offreedom whose Hamiltonian is given by 

H = ~(p; + p;) + V(X2 + y2). 

This is the angular momentum analog of the example treated 
in Sec. IV so that YPx - XPy is an integral. If one asks for 
those Vwhich have nontrivial quadratic or cubic integrals it 
turns out that in the former case 

V = X2 + y2 or V = l/(X2 + yl)I/2. 

In the latter case one finds there are no V's which have non­
trivial cubic integrals. This underlines the importance of the 
harmonic oscillator and Kepler potentials which is indeed 
what these two are. 

(4) The system with two degrees offreedom whose Ha­
miltonian is given by 

H = !(p; + p;) + x2y _ y3/3 
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was considered. This is the infamous Henon-Heiles system 
of celestial mechanics. Using (3.1) it was found that the sys­
tem has no integrals of degree 1, 2, 3, or 4 besides H itself. 
This provides fragmentary evidence to corroborate the con­
clusion of Leach. 13 

(5) In the next example I consider a class of systems 
which includes the type considered in special relativity. Let 
H be the Hamiltonian where gij is a flat metric of any signa­
ture and 

H = (1 + gi j
Pi pj)1I2 + V. 

The analog of (3.1) gives, where ";" denote the covariant 
derivative with respect to gi j' 

A al···an-l~i = 0, 

A al···an-l~i = 0, 

Ai~i =0. 
It follows that in looking for polynomial integrals it is suffi­
cient to consider just homogeneous polynomials. Also, this 
system has precisely the same linear integrals as the classical 
Hamiltonian H' given by 

H' = !gijpiPj + V. 

(6) In this last example I will first of all consider the 
problem of trying to obtain cubic integrals for systems in 
general, then specialize to a particular kind of system with 
two degrees of freedom. The cubic integral may be assumed 
to have the form 

A ijk Pi Pj Pk + Adu (5.1) 
where A'jk is a Killing tensor. One of the two remaining 
conditions from (3.1) is 

AU.j I = 3 V,kAijk' (5.2) 

Now differentiate (5.2) twice to obtain 

AU.jllm = 3V,klm Aijk + 3V,kIAijk.m + 3V,km A ijk.1 
+ 3 V,kAijk.lm' (5.3) 

The left-hand side of(5.3) is symmetric in all four indices and 
so insisting that the right-hand side be symmetric too, gives 
the following system of linear, third order, partial differen­
tial equations for V: 

A ijk V,klm + A ijk.m V,kl + Aijk,l V,km + Aijk,lm V,k 

= Ajlk V,kim + Aljk,m V,ki + Aljk,; V,km + Aljk,im v,k' (5.4) 
Clearly one also obtains analogous linear conditions on V 
starting with any polynomial constant whose degree is big­
gerthan 1. 

Now I specialize to the case m = 2 and consider, on 
grounds of tractability, a cubic integral of the form 

(YPx - Xpy)3 + Apx + Bpy' 
where again I write x = XI' Y = X, Px = PI' Py = P2' and 
A =Al> B=A2. The remaining conditions of(3.1) may be 
written as 

aA = 3y2(y av -x av), 
ax ax ay 

aA + aB = _ 6XY(Y av -x av), 
ay ax ax ay 

(5,5) 

aB = 3x2 (y av -x av), 
ay ax ay 
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and 

(5.6) 

Condition (5.4) is most easily obtained from (5.5) directly, 
much as (4.5) was obtained in Sec. IV. There is a single equa­
tion which is 

x 2yV xxx - (x3 - 2xy2)VXXy + (y3 - 2x2y)VXyy - xy2Vyyy 

+ 8xy Vxx + 8( y2 - x 2) VXy 

- 8xyVyy + 12yVx - 12xVy = O. (5.7) 

The solution of (5.7) is 

V = /(x2 + y2) + g + h, (5.8) 

where/is an arbitrary function andg and h are homogeneous 
functions of degree - 2 and - 3 respectively. Thus, impos­
ing the second condition in (3.1) imposes strong conditions 
on the form of V. 

In view of(5.8) it is convenient to change coordinates so 
that 

; = x 2 + y2, 1] = ylx. 

In order that the transformation be canonical one must also 
have that 

Px = 2xp; -lYlx2)p'l' Py = 2yp; + (l/x)P'l 

and the Hamiltonian, in view of (5.8) may be written as 

H = 2;p~ + It;) + (1 + 1]2~~ + G(1]) + ~~%) ,(5.9) 

for some functions G and H. The cubic integral now assumes 
the form 

(1 + 1]2)3p~ + ap; + bP'I' (5.10) 

for some functions a and b. It remains to satisfy the last 
condition in (3.1) as well as to relate a and b to!, G and H. 
One finds that 

(5.11) 

(5.12) 

(5.13) 

but the last condition (5.6) has still not been applied. Still 
without applying it, it follows that the cubic integral has the 
form 

(1 + 1]2)3p~ + 0(1]); 1/2p; 

+ C1 +2;2!~~'(1]) + 3(1 + 1]2)G(1])}'1' (5.14) 

where 8 is a function of 1] satisfying 

e + (1 + 1]2)28" = 6(1 + 1]2)H'. (5.15) 

When (5.6) is applied one finds that the function/is a sum of 
three functions homogeneous of degrees - 1, - 2, - 3, re­
spectively. Then one may argue in several stages that there is 
no loss of generality in supposing that/=O and G =0. The 
cubic integral then has the form 
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(1 +1]2fp~ + ();I/2ps +((1 +1]2)2()'/2;I12)p'7' 

where in addition to (5.15), () and H are also bound by the 
relation 

3()H = (1 + 1]2)2() 'H'. 

Next, setting 

K sec z = () and 1] = tan z 

(5.15) and (5.16) are transformed, respectively, to 

K" + 2K = 6H' cos z, 

3HK=H'K' +H'Ktanz, 

(5.16) 

(5.17) 

(5.18) 

(5.19) 

where a prime denotes differentiation with respect to z. One 
can obtain a single, albeit rather complex, third-order equa­
tion for K by differentiating each of (5.18) and (5.19) with 
respect to z and then using all four equations to eliminate H, 
H', andH". 

Finally, I shall summarize the results of this example 
using the original notation. It has been shown that the only 
systems which have a potential of the type given by (5.8) 
which have an integral of the form (YPx - Xpy)3 
+ Apx + Bpy are those which have a Hamiltonian given by 

!(p; + p;) + H(y/X)/(X2 + y2)3/2. 

In this case the integral is given by 

- (YPx - Xpy)3 + 2(X2 ~ y2)1/2 [KX(XPx + YPy) 

-(K ~)'(YPx -XPy)], 
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where a prime denotes differentiation with respect to 
z = arc tan(y/x). Moreover, Hand K are related by (5.18) 
and (5.19)-conditions which imply that H depends on three 
arbitrary constants. 
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An N-dimensional anisotropic elastic body without the interior gravity is, under some conditions 
concerning the Nth dimension, equivalent to an (N - 1 )-dimensional isotropic elastic body under 
the influence of the interior gravity. According to this theorem, our method of solving the 
equation of free motion of anisotropic elastic bodies includes Bromwich's method of solving the 
equation of motion of incompressible isotropic elastic bodies under the influence of the interior 
gravity. 
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I. INTRODUCTION tic body is given by the equation of elastic motion 

Long ago Lamb! invented an ingenious method of sol v­
ing the equation of free motion of isotropic elastic bodies. 
Lamb's method reduces the equation of elastic motion to 
some Helmholtz equations. Bromwich2 generalized Lamb's 
method to the equation of motion of incompressible isotrop­
ic elastic bodies under the influence of the interior gravity. 
Bromwich's method also reduces the equation of elastic mo­
tion to some Helmholtz equations. Bromwich showed, by 
using his method, that the period of the spheroidal vibrations 
of a sphere of the same mass and size as the Earth and as rigid 
as steel would be diminished from 66 to 55 min by the natural 
gravitation of the parts of the sphere. 3 On the other hand, we 
generalized, in a recent papaer,4 Lamb's method to the equa­
tion of free motion of Coo anisotropic elastic bodies.5 The 
Coo generalization also reduces the equation of elastic mo­
tion to some Helmholtz equations. Using the Coo generaliza­
tion, we have obtained all the exact solutions of the guided 
elastic waves of Coo anisotropic elastic cylinders.6 Thus, 
Lamb's method was generalized to two physical systems 
which are quite different from each other. 

We shall prove that the Coo generalization includes 
Bromwich's method as a special case. The two generaliza­
tions correspond to two quite different physical systems, so it 
seems to be strange that one includes another as a special 
case. However, a viewpoint of Kaluza-Klein type will make 
this strangeness melt away. In the approach of Kaluza­
Klein type, an object in a higher-dimensional space-time or 
space having some symmetries describes different physical 
objects in a lower-dimensional space-time or space. For ex­
ample, in Kaluza-Klein's unified field theory,7 a metric field 
in a five-dimensional space-time describes a metric field and 
an electromagnetic field in a four-dimensional space-time. 
In general relativity, if a four-dimensional space-time is 
vacuum, stationary, and axial symmetric, the space-time is 
known to be equivalent to a two-dimensional space with 
matter fields. 8 We shall see that elasticity theory also has 
such a structure as these examples. 

We treat a Coo elastic body in anN-dimensional Euclid­
ean space, but we neglect the interior gravity. Latin indices 
are used to label an arbitrary Cartesian coordinate system in 
the N-dimensional Euclidian space. We write p for the mass 
density, ni for the unit vector along the Coo direction at each 
point, Cijkl for the stiffness tensor, ui for the displacement 
vector, sij(=u(iJl) for the strain tensor, and Tij for the stress 
tensor. Then the free motion of the N-dimensional Coo elas-

a2 i 
u -Tij 

p at 2 - J 

with a constitutive equation, called Hooke's law, 

Tij = cijklSkl' 

(Ll) 

(1.2) 

First we shall prove that the Coo elastic body has such a 
structure as theories of Kaluza-Klein type: The N-dimen­
sional Coo elastic body without the interior gravity is equiva­
lent to an (N - I)-dimensional isotropic elastic body under 
the influence of the interior gravity under the following con­
ditions concerning the Nth dimension. 

(Cl) The ni is a parallel vector field: ni
J = O. So, select­

ing a specifical Cartesian coordinate system, we can make 
the direction of the Nth coordinate axis coincide with the ni 
direction. We use such a specific Cartesian coordinate sys­
tem (x', ... ,xN 

). We also use Greek indices to label a specific 
(N - 1 )-dimensional Cartesian coordinate system 
(x', ... ,xN

-'), which covers an (N - I)-dimensional Euclid­
ean space whose normal vector is the ni. 

(C2) The displacement vector ui is sinusoidal along the 
ni, and it has the period 21T/k: ui.knk = iku i. And also the k 
is infinitesimal:k-D. 

(C3) The nonvanishing stiffness components concern­
ing the ni direction are infinitely stiff: C NNNN-+ 00, 

C!,-!,-NN-+oo, CN!'-N!'--+oo. 

The limit values 0 and 00 in conditions (C2) and (C3) 
will make Eq. (Ll) vague. To avoid the vagueness, we shall 
have to specify sequences of numbers leading to the limit 
values. In the following proof, such sequences of numbers 
will be specified. 

Successively, using the above theorem, we shall prove 
the statement described in the beginning: The Coo general­
ization includes Bromwich's method as a special case. 
II. THE PROOF OF THE THEOREM 

The stiffness tensor C ijkl with the Coo symmetry is invar­
iant under the rotation around the ni. Therefore, the tensor 
must be constructed only from scalars ni and the (N - 1)­
dimem.ional metric tensor and alternating tensor in the quo­
tient space modulo ni. The most general expression of the 
tensor is then as follows: 

C'jkl = Ahijhkl + 2/-lhilkhlij + 5 (hijnknl + hk1ninj ) 

+ 4TJn(ih'1(knl) + {;ninjnkn O (2.1) 

where A, /-l, 5, TJ, {; are scalars. They are assumed to be con­
stant. The hij is the (N - 1 )-dimensional metric tensor, and it 
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is hij = 0 for i#j, hflfl = 1, hNN = 0 in the specifical Carte­
sian coordinate system. 

Substituting Eqs. (1.2) and (2.1) into Eq. (Ll), and pro­
jecting the resulting equation into the (N - 1 )-dimensional 
space and into the ni direction, we have 

a2ufl 
Pii(2 = j.L.tJ. 1 ufl + (p, + ,1)0. fl - Tfk 2Ufl + (5 + Tf)s. '", 

P a 2~ = Tf.tJ. 1 W + ikss + ik (5 + Tf)o, at 

(2.2) 

(2.3) 

where we have used conditions (CI) and (C2). The 
.tJ.1 =afl afl is the Laplacian in the (N - I)-dimensional Eu­
clidean space, and w UN, 0 =ufl.I-<' s=w,ini are the dis­
placement along the ni, the (N-I )-dimensional volumetric 
strain, the strain along the ni, respectively. Differentiation of 
Eq. (2.3) along the ni gives 

a2s 
P-2 = Tf.tJ. 1 S - k 2SS - k 2(5 + Tf)o, (2.4) at 

where we have used condition (C2). 
Let us normalize the six N-dimensional matter con­

stants p, A, j.L, 5, Tf, S by introducing an arbitrary constant L 
with the dimension oflength: p=Lp, X =LA, and so on. The 
p has then the dimension of(N - I)-dimensional mass densi­
ties, and the X, /1" ~, fJ, t have the dimension of (N - 1)­
~imensional elastic constants. Instead offour constants~, fJ, 
S, k, we define four new constants: 

fJk 2 2_tk2 M2 _ ,m =-_-, 
(A + 2,u) Tf 

(~+ ~)2k2 
p2fJ 

Moreover, let us normalize the variable s as follows: 

<P = - [(~ + fJ)lp]s. 

(2.5) 

(2.6) 

Using <p,p,X,,u instead ofs,p, A,j.L, andM 2
, m2

, v2, G instead 
of 5, Tf, S, k, we see that Eqs. (2.2) and (2.4) turn out to be9 

p aa:u; = ji.tJ.1 ul-< + (jl + X )8, I-< - (X + 2ji)M 2Ul-< - <P. '", 

( .tJ.1 - 12 a
2

2 - m2)<p = - 41TGpO. 
v at 

(2.7) 

(2.8) 

Now we consider the limit values described in condi­
tions (C2) and (C3). As is seen from Eq. (2.1), the limit values 
of condition (C3) are equivalent t05-00, Tf-OO, s-oo. Ac­
cordingly, the v2 is infinite, but the limit values of M 2, m2

, G 
are indefinite. Their limit values are dependent on sequences 
of numbers leading to k-o, 5-00 , Tf- 00 , s - 00. There are 
sequences of numbers which give 

v2_00, M 2-o, m2-o, M2/m2_a finite value, 

G-a finite value, (2.9) 

because we can solve Eq. (2.5) as 

k 2 = (X + 2,u)M2 f: = -v2(( _ 41TGp2 )112 _ 1) 
pv2 ,~p (A + 2,u)M 2 ' 

_ _ 2 - - 22 m2 

Tf = pv, S = (jJv ) (X + 2,u)M2' (2.10) 
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and so the limit values (2.9) give k-o, 5-00, Tf-OO, 
S_oo.1O The specificallimit values (2.9) reduce Eqs. (2.7) 
and (2.8) to 

_a 2
u'" -A fl {, .... i)i: -A. Pii(2=j.L'-J. 1 U +I!"+/\' U.'"_P'l',U, (2.11 ) 

(2.12) 

The reduced equations (2.11) and (2.12) allow us an interest­
ing physical interpretation, We consider a (N - I)-dimen­
sional isotropic elastic body under the influence of the interi­
or gravity. Let us decompose the displacement vector into 
the displacement of the static equilibrium state and the dyna­
mical deviation from the static state. In the same way, we 
decompose the potential of the interior gravity into two 
parts. Then, as is easily ascertained, the dynamical devia­
tions of the displacement vector and the interior gravita­
tional potential satisfy Eqs, (2.11) and (2.12).11 The u'" and <P 
are then the dynamical displacement vector and the dynami­
cal interior gravitational potential, respectively. The G,p, X, 
andji are Newton's gravitational constant, the mass density, 
and Lame's elastic constants, respectively, 

If the argument above is conversely followed, we can 
easily see that the two equations (2,11) and (2.12) in the 
(N - 1 )-dimensional Euclidean space can be combined into 
only one equation (1.1) in the N-dimensional Euclidean 
space under conditions (C1)-(C3). 

In the above proof, we have decomposed the displace­
ment and the interior gravitational potential into the static 
equibrium parts and the dynamical deviation parts. If you 
wish, it is possible to avoid the decomposition. To see it, let 
us shift the u'" by the position vector xfl normalized with the 
dimension (N-1): u'" -[l/(N - l)]x'" - uU. Moreover, let us 

transform the <p as ~ = - <p. Using the ufl and ~ instead of u'" 
and <p, we can rewrite Eqs. (2.11) and (2.12) as 

a2 -," 

p at~ =ji.tJ.lu'"+(jl+X)8.'"-p~.'", (2.13) 

where 8 =Ufl.fl = 1 - O. If the transformed ufl and ¢ are 
reinterpreted as the displacement vector and the interior gra­
vitational potential, Eqs. (2.13) and (2.14) are exactly the 
equation of motion and Newton's law of gravity for the 
(N - 1 )-dimensional isotropic elastic body under the influ­
ence of the interior gravity. 

III. BROMWICH'S METHOD AS A SPECIAL CASE 

Recently we exploited a method of solving Eqs. (2.2) 
and (2.3) for the vibrations with an angular frequency w. The 
method is a generalization of Lamb's method for isotropic 
bodies to C"" bodies. According to the C '" generalization, 12 

the s consists of two terms 

s = sIP) + s(q). (3.1) 

Each term is determined by Helmholtz equations 

(.tJ. 1 + p2)s(P) = 0, (.tJ. 1 + q2)S(q) = 0, (3.2) 
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where 

p2 + q2 (A + 2J-t + 1J)Pui - [;- (A + 2J-t) - 5 (5 + 21J)]k 2 

2 21J(A + 2J-t) 

p2 _ q2 ={( (A + 2J-t + 1J)pal2 - [;- (A + 2J-t) - 5 (5 + 21J)]k 2)2 _ (pal2)2 - Pal
2

(1J +;-)k 2 + 1J;-k 4} 112. (3.3) 

2 21J(A + 2J-t) 1J(A + 2J-t) 

The {j also consists of two terms 

{j = {j (P) + {j (q). (3.4) 

Each term is given by 

{j (r) = [( - 1JY + pal2 
- ;-k z)I(5 + 1J)k 2 ]s(r), 

r=p,q· (3.5) 

The displacements uf.L and ware constructed in the following 
way: 

uf.L = u(lt + u(zt, 

w =slik. 

The u(lt is given by 

u(lt = - p-z{j (P),f.L _ q-2{j (q),f.L. 

(3.6) 

(3.7) 

(3.8) 

The u(zt is determined by a vector Helmholtz equation with 
a constraint equation: 

(Li1 + Kl)u(zt = 0, u(zt.f.L = 0, 

where 

Kl=(pal2 
- 1Jk 2)1J-t. 

(3.9) 

(3.10) 

Thus, the Coo generalization reduces the equations of mo­
tion (2.2) and (2.3) into Helmholtz equations (3.2) and (3.9). 

Let us now consider the limit values (2.9). The p2, q2, 
and Kl then reduce to 

pZ = (pal
2 + 41TGpz)I(A + 2ft), (3.11a) 

qZ=O, (3.11b) 

Kl = pal2/ft. (3. 11 c) 

Rewriting Eqs. (3.1) and (3.2) by using Eqs. (3.11) and (2.6), 
we have 

t/J = t/J (P) + t/J (q), (3.12) 

and 

(..11 + p2)t/J (P) = 0, (3.13a) 

(Li1 + qZ)t/J (q) = O. (3.13b) 

Equations (3.12) and (3.13) show that the potential t/J is deter­
mined by two Helmholtz equations. Equations (3.5) tum out 
to be relations between t/J (r) and {j (r): 

p-z{j (P) = (1!41TGp)t/J (P), 

q-Zo (q) = - al- 2 t/J (q). 

Owing to Eq. (3.11b), Eq. (3. 14b) yields 

o(q)=O. 

Accordingly, Eq. (3. 14a) turns out to be 

p-2{j = (1!41TGp)t/J (P). 

(3.14a) 

(3.14b) 

(3.15) 

(3.16) 

Owing to Eqs. (3.15) and (3. 14b), Eq. (3.8) turns out to be 

U(lt= _p-2{j,}'+al-zt/J(q),f.L. (3.17) 
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I 
Equations (3.11)-(3.13), (3.16), (3.17), (3.9), and (3.6) form a 
method of solving Eqs. (2.11) and (2.12). The potential t/J is 
determined by adding two potentials t/J (P) and t/J (q) which are 
the solutions of the Helmholtz equations (3.13). The t/J (P) 
yields the (N - 1 )-dimensional volumetric strain 0 through 
Eq. (3.16). The displacement vector uf.L is obtained by adding 
th~u(llf.L that are calculated from 0 andt/J (q) according to Eq. 
(3.17) and the U(2t that is the solution of the vector Helm­
holtz equation (3.9) with the constraint equation. Thus the 
equation of motion (2.11) and Newton's law of gravity (2.12) 
have been reduced to Helmholtz equations. 

Successively, we consider the incompressible limit 

PI=JimA{j. (3.18) 
A~oo 

In this limit, the equation of motion (2.11) and Newton's law 
of gravity (2.12) tum out to be 

(3.19) 

(3.20) 

The incompressible limit for Eqs. (3.11)-(3.13), (3.16), (3.17), 
(3.9), and (3.6), which form a method of solving Eqs. (2.11) 
and (2.12), must produce a method of solving Eqs. (3.19) and 
(3.20). The limit A-oo gives p2-o. Thus, owing to Eqs. 
(3.16), (3.11a), and (3.18), Eq. (3.13a) turns out to be 

LiIPI = O. (3.21) 

Then, in order that Eq. (3.13b) is consistent with Eq. (3.20), 
we must have 

t/J (P) = O. (3.22) 

On the other hand, Eq. (3.16) yields 

limp-2{j = PI = t/J (P) . 
x~oo pal2 + 41TGjY 41TGp 

(3.23) 

8->D 

In order that Eq. (3.23) is consistent with Eq. (3.22), we must 
have 

G=O. (3.24) 

It seems that Eq. (3.24) contradicts the interpretation that 
the G is Newton's gravitational constant. However this is not 
so, because in the incompressible limit both the equation of 
motion (3.19) and Newton's law of gravity (3.20) do not in­
clude G. On account ofEqs. (3.23), (3.24), (3.22), and (3.11c), 
Eq. (3.17) turns out to be 

U f.L = _ r;;:alZ)-lp f.L + al- 2,1, f.L 
(II 'I" I, 'f'. 

= _(jiKl)-I(PI-Pt/J)t=_(fiKl)-llP,f.L. (3.25) 

Equations (3.20) and (3.21) yield the equation for the lP: 

LillP = O. (3.26) 
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Equations (3.26), (3.25), (3.11c), (3.9), and (3.6) form a meth­
od of solving Eqs. (3.19) and (3.20). Thus, the equation of 
motion (3.19) and Newton's law of gravity (3.20) have been 
reduced to Helmholtz equations. This method is nothing else 
but Bromwich's method of solving incompressible isotropic 
elastic bodies under the influence of the interior gravity. 13 

Accordingly, the C co generalization includes Bromwich's 
method as a special case. 

'H. Lamb, Proc. London Math. Soc. 13, 189 (1882); see also A. E. H. Love, 
A Treatise on the Mathematical Theory of Elasticity (Cambridge U. P., 
London, 1920), p. 281. 

'T. J. I'A. Bromwich, Proc. London Math. Soc. 30, 98 (1889). 
'More general discussions of the effects of gravitation in a sphere of which 
the material is not incompressible have been given by many researchers. 
See, for example, Y. Sato, Theory of Elastic Waves (Iwanami-syoten, To­
kyo, 1978), §24. 

4T. Obataand J. Chiba (to be published). Most of this work has been already 
announced at a symposium held by the Research Committee of Electro­
Magnetic Theory under the auspices of the I. E. E. ofJapan, October 1983. 
A limited number of manuscripts (Manuscript No. EMT-83-51) was dis­
tributed by the Research Committee. 

'In the case that each specifical axis of minute monocrystals constituting a 
polycrystal is arrayed along a specifical direction of the polycrystal and 
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other axes are random, the polycrystal is called to be cylindrically sym­
metric. The symmetry is expressed by the symbol C oc • The C oc is equiva­
lent to the Co in respect to elastic properties. The Co is a point group. For 
details, see any standard textbook concerning crystals. 

"T. Obata andJ. Chiba (to be published). Most of this work has been already 
announced at a symposium held by the Research Committee of Electro­
Magnetic Theory under the auspices of the I.E.E. of Japan, October 1983. 
A limited number of manuscripts (Manus. No. EMT-83-52) was distribut­
ed by the Research Committee. 

7Th. Kaluza, Sitzungsber. Preuss. Acad. Wiss. Berlin, Math. Phys. KI, 966 
(1921); see also P. G. Bergmann, Introduction to the Theory of Relativity 
(Prentice-Hall, New York, 1942), §18. 

"F. J. Ernst, Phys. Rev. 167, 1175 (1968). 
o According to Eq. (2.8), v is the propagation velocity of 1>, m is a masslike 
quantity, and G is a coupling constant. Here M is also a masslike quantity, 
because differentiation of Eq. (2.7) with respect to x" yields 

( ..:1 _ P a' -M')D=~..:1 A. 
, X + 2jl at' X + 2jl 1 ",. 

'''Any sequences of numbers leading to the order of infinity k -'~'ijl 12a, 
t~'ijl I a, ~~W with a>O yield the limit values (2.9). For example, 
k" ~k1l2 '"12, t" ~t,,2'", TJ" ~TJ,,2", S .. ~TJo2'" (n = 1,2, ... ). 

llUnder the volumetric strain D, any infinitesimal volume dV changes to 
dV(\ + D),sothemassdensitypchangestop/(I + D) = p(1 - D) + O(D 'I. 
Accordingly, [,011 - 0 lLtallc eqUibnum part = p( 1 - 8~ta'ic equlhnulll parl)~ 
fjJ( 1 - {j )]dynaml<.:al deViatIOn part = - p8 dynamical devmtion part· 

I'The C x generalization in Ref. 4 was done for n = 3. However, as is easily 
ascertained, any relations in Ref. 4 hold for arbitrary dimensions. 

"Our 1> and 'P correspond to Bromwich's - Vand 1>, respectively. 
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Multifrequency inverse problem for the reduced wave equation: 
Resolution cell and stability 

v. H. Weston 
Division of Mathematical Sciences. Purdue University, West Lafayette, Indiana 47907 

(Received 15 February 1984; accepted for publication 1 June 1984) 

The multifrequency inverse problem associated with the reduced wave equation 
.:iu + k 2n

2(x)u = 0, x E R 3 is examined for the case where the data set is sparse. The resolution cell 
or solution set is examined in detail and is shown to be an infinite-dimensional manifold. The 
concept of stability is introduced. It is shown that the intrinsic condition of structural stability to 
the inverse process selects out a preferred set of solutions from the solution set. The structural 
stability of various iterative schemes used in the inverse process are examined. 

PACS numbers: 03.40.Kf 

I. INTRODUCTION 

In a previous paper] the multifrequency inverse prob­
lem associated with the reduced wave equation 

.:iu + k 2n
2(x)u = 0, x E R 3 (1) 

was treated for the sparse data case. All that was specified 
about n(x) was that it was real, piecewise continuous, and 
equal to unity outside a given domain D. An iterative tech­
nique was developed to solve the inverse system using no 
other a priori knowledge on n(x). Here some ofthe details in 
the theory behind the method are examined, and it is shown 
that the technique employed did contain a natural intrinsic 
condition that selected a stable solution. 

There are two main items that are concentrated on here. 
Because of the nonuniqueness of the inverse problem with 
sparse data, the structure of the solution set (resolution cell) 
is examined in some detail. In particular, it is shown that the 
solution set is an infinite-dimensional manifold. If however 
v(x), where 

v(x) = n2(x) - 1, (2) 

is restricted to lie in a given 2N-dimensional subspace, the 
solution set will (under general conditions) consist of isolated 
points. But such solutions will depend critically upon the 
choice of subspace, and can be quite different for different 
subspaces. This feature of the solution set being an infinite­
dimensional manifold whose intersection with a 2N-dimen­
sional subspace is an isolated point set, is a serious problem 
for the sparse data case. This has been recognized by various 
members of the scientific community, Backus and Gilbert, 2 

Bevensee/ and Bertero and De MoI,4 who have developed 
various regularization techniques for the associated linear­
ized problem. For the nonlinear problem, it is shown here 
that the additional requirement of structural stability will 
select out a preferred set of solutions from the solution set. 

It should be pointed out that, although the nonunique­
ness of the problem under consideration is well-known,5.6 
the more difficult question concerning the structure of the 
solution set for the full nonlinear problem has not been ex­
amined. This knowledge is essential in order to examine the 
effect of the requirement of structured stability on the solu­
tion set, and to show that it is a viable constraint. 

II. INVERSE PROBLEM 

The inverse problem under consideration here consists 
of determining the index of refraction of the scattered body 
from a finite set of N measurements of the scattered field . 
The I th measurement consists of obtaining the value of the 
scattered field uS(x"k,;vm ) at a point x, exterior to the body, 
and at a frequency associated with the wavenumber k" 
where the scattered field is produced by an incident field 
ui(x,k,). Each measured scattered field may be produced by a 
different incident wave. For simplification the notation 
u!",,(xd will be used for the measured quantity uS(x"k,;vm ). 

The inverse problem can be stated as follows: Find a 
solution v of the system of N nonlinear complex functional 
equations; 

(3) 

This can be placed in a more explicit form. Let v. repre­
sent a (known) comparison body, G. its Green's function. 
Then as stated,] the above system (3) is equivalent to solving 
the system (/ = 1, ... ,N) 

u~(x"kd + k71 G.(x"y,k,)[v(y) - v.(y)] 

xu(y,k,)dy - u!""(x,,kd = 0, (4a) 

where u(x,k,) must satisfy the integral equation 

u(x,k,) = u.(x,k,) + k71 G.(x,y;k,) 

X [v(y) - v.(y)]u(y,kddy. (4b) 

[Here u~ (x"k,) represents the scattered field atx, produced 
by the same incident wave ui(x,k,) on the comparison body 
v •. ] 

III. RESOLUTION CELL 

A. Definition 

We shall define the set of solutions v of the inverse prob­
lem Eq. (3) [or equivalent system (4a) and (4b)] as the resolu­
tion cell (solution space). It will be shown that the resolution 
cell is not an isolated set of points but an infinite-dimensional 
manifold. 
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B. Formulation of the problem 

Let u. = Urn' then Eq. (4a) reduces to 

uS(x/,k/;u) - u:.,(xd 

=kt L Grn(x/,y;kd(u-urn)u(y,k/)dy=O, (5) 

with 1= 1,2, ... ,N, and where u(x,k/) must satisfy Eq. (4b) 
with G. replaced by Grn and u. by urn' 

It is immediately obvious as expected, that system (5) is 
satisfied by U = Urn' However the existence of other solutions 
in a region close to and containing Urn can be demonstrated 
by considering the linearized version ofEq. (5) where U - Urn 
is sufficiently small so that the term u(y,k/) in Eq. (5) can be 
replaced by Urn (y,k/). Using the notation introduced in the 
previous paper) 

kFGrn (x/,y;kdu rn (y,k/) = H/(y;urn ) + iH/+N(y;urn ), 

the linearized version of system (5) can be reduced to the 
system of 2N real equations 

L H/(x;urn )w(x)dx = 0, 1= 1, ... ,2N, 

where w = U - Urn' This has the nonunique solution 

U - Urn =lttpl., 

where tpl is an arbitrary function in the space Cp (D )~;" 
where JI rn is the space spanned by Hk (x;urn ), k = 1, ... ,2N. 

This suggests that to study solutions of system (5) in a 
region close to and containing Urn' a solution of the form 

IN 
up (x) = Urn (x) + Ittpl (x) + L ckHdx;urn) (6) 

k=) 

should be taken. Here it is convenient to normalize tpl so 
that 

IItp1 1l = (L(tpl )ldX) III = 1. 

By thenfixing the value of tpl (x), the unknown expression (6) 
contains 2N + 1 real variables It,c),cl, ... ,ClN , and the asso­
ciated inverse problem reduces to a problem in a space of 
2N + 1 dimensions. With tpl a fixed prescribed value, set 

J;(P;c),cl, ... ,clN ) = uS(x/,k/;up) - u:"(x/), (7) 

where up is given by Eq. (6), then the inverse problem for 
finding solutions in a region about Urn' consists of solving the 
N complex nonlinear functional equations 

(8) 

for the 2N + 1 real variables It,c), ... ,CIN' The point corre­
sponding to Urn is the origin It = c) = ... = CIN = 0. For each 
choice of tpl , the corresponding solution of Eq. (8) will give 
solutions in a prescribed (2N + I)-dimensional space con­
taining Urn' 

To solve the complex system for the real variables it is 
convenient to decompose it into real and imaginary parts by 
setting 

J;(P;c»" .. ,C1N ) = F/(u;c), ... ,C1N ) + iF/ + N(P;CI>""CIN ), (9) 

yielding the system of 2N real equations 
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F/(p;c),oo.,ClN ) = 0, 1= l,oo.,2N. (10) 

With 2N real equations and 2N + 1 real unknown var­
iables, one of the variables can be taken as a parameter and 
the resulting solution will describe a curve in the (2N + 1)­
dimensional space. That portion of the curve that is contin­
uous and goes through the origin will be sought. This will 
then yield the projection of the resolution cell surrounding 
Urn on the (2N + I)-dimensional space spanned by tpl and 
[ H k (x;u rn ) J ~~ ) • It is convenient to take It as the parameter 
for the portion of the curve in the neighborhood of the origin, 
since the linearized solution corresponds to the straight line 
c) = 00' = CIN = 0,1t =It. 

c. Solution of 0 = 0, for small values of parameter It 

We will use the modified form of Newton's method to 
solve system (10) for small values of the parameter It, and will 
seek the solution such that c) = C1 = ... = C1N = 0, when 
It = 0. We will use the notation that c, F(P;c) represent col­
umn vectors in R IN, with their transposes given by 

cT = [c),,,,,CIN ], F(p;cf = [F),oo.,FIN] ' 

and Fc (It;c) (the Frechet derivative of F with respect to c) is 
the linear operator represented by the matrix with (/,k )th 
component 

(11 ) 

and Fcc (u;c) (the second derivative of F) is the bilinear opera­
tor with (/,j,k )th component 

{ 
aZF/ } 

Fcc(lt;c) = -- . 
aCk aCj 

(12) 

With the above notation, system (10) can be expressed in the 
compact form 

F(It;c) = 0. (13) 

With It as a parameter, we seek a solution of (13), 
C = c(P) such that 

lim c( It) = 0. 
f.1.~O 

With this in mind it is convenient to take as initial point in 
the Newton process CO = 0. Thus the modified Newton iter­
ation procedure will be given by 

CO = O,cn + ) = cn 
- r oF (It;cn

) , 

where 

(14) 

(15) 

To obtain both an explicit form of the solution and an 
estimate on the range of lit I which insures convergence of 
the iteration process, we need the following results. From the 
relation [derived from Eqs. (7) and (9)] 

F/( It;c) + iF/+ N( It;c) = US(x/, k/; up) - u:." 

together with Eq. (6) and the result given in the previous 
paper) 

auS(x/; up) = (H/(up) + iH/+N(up)' aup)' 

it is seen that the differential of F/ with respect to up is given 
by 
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8F/(p;c) = (HI (vp)' 8vp)' 

Hence it follows that 

aFI(p;c) 
--....:..-:...-- = (HI (vp)' Hk(vm)), 

aCk 

(16) 

(17) 

ifF/( p;c) (18) 
-'--'--- = ((HJ(vp)' Hdvm)), Hj(vm)), 

JCk aCj 

In addition, from Eq. (16), the Taylor expansion in p with 

C = ° is given by 

Fd ,u;0) = FdO;O) + ,u(HI(vm), ip 1) 

+ ! pZ((H [(Vm + O,uip 1), ip 1), ip 1), 0< 0 < 1. 

Using the result that FdO,O) = 0, and ip 1 LU' m' the above 
simplifies to 

FI( ,u;0) = ! ,uZ((H [(vrn + Opip 1), ip 1), ip 1). (19) 

Thus for small values of,u, we have to the leading term 

FI( p,O) _ !pZ((H ;(vrn ), ip 1), ip 1). (20) 

To obtain the leading terms in,u of the inverse matrix ro, we 
note that from the Taylor expansion for the right-hand side 
ofEq. (17) with C = 0, we obtain 

aFI 
- = Hlk(Vrn ) +Aldp), (21) 
JCk 

where Hlk (vrn) = (Hdvrn ),Hk (vrn )), 

A/k (p) = ,u((H [(vm + ,uOlip 1), Hk (V rn )), ip 1), (22) 

where ° < 0 1 < 1. It is thus seen that when H = !Hij(vrn ) J is 
nonsingular, 

ro=[J+H-'A(,u)]-IH- ' , (23) 
where A (,u) is the matrix with coefficientsAlk (,u). Forsmallp, 
it is easily seen that A lk - 0 (,u), hence 

r o- [J + o (,u)]H -1(Vrn ). (24) 

Combining results of Eqs. (14) and (24) it is seen that the 
leading term inp of the solution C of system (13) is given by 
the first iterate c l

, yielding 

c-H-'(vrn)F(,u;O), (25) 

where the FI (,u;0) are given by Eq. (20). Thus it is seen that 
c(,u)-O(,uZ). 

Recall that the solution of the linearized problem is giv­
en by 

v = Vrn + pip1 , 

thus we see that the nonlinear correction to this is of order 
pZ. The neighboring solution to Vrn of the order ,uz is given 
explicitly by 

V=Vrn +pip1 -!pZH-'(vm)p.H(vm), 

where P is a vector with components 

PI = ((H [(vrn ),q:l ),971
). 

(26) 

(27) 

We now want to get an estimate for the range of,u for 
which Newton process (14) converges. As a preliminary we 
need the following notation and definitions. 

For the functions Hk (x;v) and H k (x,y;v) we use the re­
spective X' z(D ) and X' z(D X D) norms, 
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l/Hdvrn)II Z 
= L Hk(x;vrn)dx, 

l/Hk(vm)II z = f [H k(x,y;Vrn )]2dxdy, 
JDXD 

and for a vector TJ in R ZN the norm 

IITJllz = (~l TJ; )1/2. 
Set 

(28) 

(29) 

where we recall vp is given by Eq. (6). We will assume that the 
positive matrix H (vm ) is nonsingular, and set 

AM = smallest eigenvalue of H (vrn ). (30) 

Then set 

Po =AM(K1Kz(0;0))-I, 

r = !poK 1- I, 

(31) 

K3 = Max Kz(,u;c). (32) 
0< 11'1 <1'0 

lei'" 

We can now state the result (with proof given in Appendix). 
Theorem: For the parameter p in the range Ipi 

<!poKo(0;0)/K3. Newton's iteration process Eq. (14) con­
verges to a solution c ...... in the ball IIc ...... liz < r. 

By taking all possible values of 971
, the existence of the 

resolution cell in a region about Vrn , contained in a neighbor­
hood II v - v rn II - 0 (A rn) can be shown. Furthermore, the re­
gion can be extended by repeating the procedure with Vrn 
replaced by a neighboring value in the resolution cell. The 
only problem with this continuation occurs when one ap­
proaches a singular point where Am is zero. This is briefly 
discussed next. 

D. Solution in the singular case 

For completeness a briefformal treatment of the singu­
lar case [when a point Vrn in the resolution cell has a singular 
matrix H (vrn)] is treated. It will be demonstrated that the 
resolution cell is not bounded or terminated by the singular 
points. Since the singularity of the matrixH (vrn) implies that 
the set Hk (x;vrn ), k = 1, ... ,2N is linearly dependent, expres­
sion (6) for a point in the resolution cell adjacent to Vrn will 
have to be modified. Let 

RankH(vrn ) =P 

and assume that the Hk (x;vrn) are ordered so that Hw .. ,Hp 
are linearly independent, and let the dependency relation­
ships among the Hk be given by 

2N 

L a~Hdx;vm) = 0, r = 1, ... ,2N - p. (33) 
k=l 

See 
ZN 
L a~H k (x,y;vm) = ar(x,y), r = 1, ... ,2N - p. (34) 

k=1 

Then pick out a set of2N - P + 1 functionsHp + 1, ... ,HzN(x), 
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~d q:} (xlsuch that they have the following properties: (i) 
Hp+ 1 , ••• ,H2N andqJl are orthogonal toHk(x;urn),k = 1 ... ,p; 
(ii) the 2n - p square matrix with elements ((a;.qJl ),Hk) is 
nonsingular; and (iii) ((ai,qJl ),qJl) = 0, i = 1, ... ,2N - p. Then 
look for a solution in the resolution cell adjacent to Urn in the 
form 

p 

U = Urn + f..LqJl + I ckHdx;um ) + 
2N 
I cJidx), 

k~l k~p+l 

(35) 

wheref..L is a small parameter, and the real constants Ck are to 
be found in terms of f..L. Now the system of equations (5) 
become, for U - Urn small, 

(Hdum ),u - urn) + ~((H HUrn ),u - Urn ),u - urn) + ... = 0, (36) 

where I = 1, ... ,2N. The insertion of expression (35) into (36), 
combined with the use of properties (i)-(iii) yields 

PIP 

k~l H1kCk + 2"f..L2((H;,qJl),qJl) +f..L k~l ((H;,qJl),Hdck 

2N 
+ f..L I ((H ;,qJl ),Hk )Ck + 0 (C~) = 0, (37) 

k~p+1 

where 1= 1, ... ,2N. Employ the linear dependency relation­
ships [Eqs. (33) and (34)] and the properties (i) and (iii) to 
obtain the system of 2N - P equations 

P 

= -f-l I ((a"qJl),Hk)Ck + o (ci), (38) 
k~1 

where r = 1, ... ,2N - p. Now because of property (ii) the co­
efficientsck' k = p + 1 •...• 2N can be solved in terms of Ck for 
k = l •...• p. where the higher-order terms 0 (ei) are neglect­
ed. The interest here is in the solution where the Ck are close 
to zero. The solution for Ck • k = P + 1 •... ,2N can then be 
inserted back into system (37) with 1= l •... ,p resulting in a 
system ofp equations inp unknowns Ck. k = l •...• p. 

For small values of f..L. the solution is given by 
2 P 

CI = - ~ k~1 Hlk((H ;.qJl ).qJl) + 0 (,u3). (39) 

for 1= 1 •... ,p. Here Hlk is the (/,k )th element of the pXp 
inverse matrix to Hlk = (HI,Hk ). 

A rigorous treatment and analysis of Newton's method 
of singular points is given in Refs. 8 and 9. 

E. Intersection of the resolution cell with a subspace of 
dimension 2N 

In order to further delineate the resolution cell restrict U 

to lie in a prescribed 2N-dimensional subspace J/ 'P of 
!t' 2(D). with basis (qJj lJ~ I • Then U will take on the form 

2N 
U = I C,qJj(X)' 

j~1 

(40) 

and the cj's will be chosen so that U and Urn have the same 
scattered field at the N pairs (XI ,kl)' i.e., 

uS(xl,kl;u) - u:"(xl,kIl = 0, 1= 1, ... ,N. 

With the notation cT = [C I ,. .. ,C2N ] and 
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h(C) =FI(c) + iFI+N(C) 

= US (xl,kl;I cjqJj) - u:"(xl,kIl, 
J~ I 

the above system of equations reduces to a system of 2N real 
equations expressed in vector form 

F(c) =0, 

where F T = [F1, .... F2N ]. With the derivative of F (c) being 
given by the matrix with (/.k )th component JFI / Jc k it can be 
shown that 

(41) 

Define J/ v as the subspace spanned by (HI(u) 17~ I' and let 
Y be a region of J/ 'P such that U E Y when (i) (HI(um~ I 
are linearly independent. and (ii) the only vector in J/ v or­
thogonal to J/ 'P is zero. It then follows that for 
U = ~J~ I cjqJj in Y, F'(c) is invertible and by the implicit 
function theorem, the solution of F (c) = ° is a set of isolated 
points. Thus it is seen that on restricting U to lie in 2N-dimen­
sional space. the solution of the inverse problem (when U is in 
Y) is an isolated set of points lying in the resolution cell. 
Different subspaces J/ 'P will give rise to different point solu­
tions. 

F. Summary of properties of resolution cell 

It has been shown that the resolution cell (solution 
space) is not an isolated set of points but an infinite-dimen­
sional manifold. Its intersection with a 2N-dimensional sub­
space (with basis (qJj lJ~ I) is a set of isolated points in a 
region where the matrix with (ij)th element (Hi .qJj) is non­
singular. It is not known. however. whether the resolution 
cell is a single connected region or a set of connected regions. 

IV. STRUCTURAL STABILITY 

A. Stability condition 

Nonuniqueness is not serious if the set of solutions are 
isolated points. Here. restrictions on the initial choice used 
in any iterative procedure. and the design ofthe experiment 
(the selection of measured data) will determine which parti­
cular solution is obtained. The more serious problem is the 
case where the resolution cell is an infinite-dimensional 
manifold. One needs additional criteria to select the proper 
solution or solutions. Without using a priori knowledge, one 
needs a condition that is intrinsic to the process. A natural 
condition in the inverse problem wth sparse data is to select 
stable solutions. Such a solution has the property that small 
changes in scattered data produce small changes in the solu­
tion. If Urn is a solution corresponding to data u:"(xl,kl ), 
1= 1, ... ,N, and ou:" represents a small change in data, then 
the change in solution ou satisfies the relation 

uS(xl,kl;um + ou) - u:"(xl,kIl- ou:" = 0, 

1= 1, .... N. On linearizing the system and decomposing the 
complex quantity ou:" into real and imaginary parts, 
ou:" (x I,k I) =..11 + i..11 + N' one obtains the system of 2N real 
equations 

(Hdu),ou) =..11 . 
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From the previous paper! the least square solution of the 
system has the property that 

2N _ 

II 15v 11 2 = L tllHlktl k, 
I,k= I 

where HI k are the elements of the inverse matrix H -I(V), 
withH(v) = {Hij j,Thus for smalllll5vll, IIH -1(vJlI2 must be 
small as possible. As a result, one can say the most stable 
solution is that for which 

MinliH -1(vJlI !, } I 
uS(xl,kl;v) - um(xpkl ) = 0, 

l = 1,2, ... ,N. 

Another possible condition for stability, although not 
as practical to implement, is to look at the conditioninglO 

associated with the matrix H (v), and require a solution which 
minimizes IIH -IIIzIIH 112' 

B. Stationary point for AM 

We want to briefly examine the points where IIH -111z IS 
a minimum or, what is equivalent, where AM (the smallest 
eigenvalue of H) is a maximum. 

Let the eigenvalues of H be ordered so that 
A!<A2<,,·<A 2N • Assume that the smallest eigenvalue of H 
has multiplicity psothatA I = A2 = ... = Ap = AM' Let "'I be 
the eigenvector (with components t/J, j = 1, ... ,2N) corre­
sponding to Aj and let {"'I) form an orthonormal set. 

With the matrix H (v) and AI (v) expanded in Taylor se­
ries in the variable I5v, 

H + I5H + !152H + "', 
AI + 15..1,1 + !152AI + "', 

it can be shown from well-known perturbation theory, II that 

(42) 

Since the (i,j)th component of the matrix H is the scalar 
product Hij = (Hi ,Hj ) it follows that the (i,j)th component 
of the matrix DH is 

(I5H)ij = (I5Hi ,Hj ) + (Hi ,I5Hj ). 

Using the notation! 

I5Hj = L H ;(x,y;v)l5v(y)dy, 

to define the functions 
2N 

c/(x;v) = L iflIHj(x;v), 
j=1 

2N 

a/(x,y;v) = L iflIH ;(x,y;v), 
j=1 

it is seen that 

I5AI = 2(ll/cl ,l5v), 

(43) 

(44) 

where III is the integral operator with kernel a/(x,y;v). A 
necessary condition for A M to be a maximum is that OA I = 0, 
for l = 1, ... , p, for all values ofv and ov such that v and v + I5v 
is in the resolution cell. From Sec. III B, it is seen then that 
I5v must be orthogonal to the subspace spanned by 
{Hj(v)jJ~ I' Let)B be the projection operator on this space. 
Then OA I' l = 1, ... , P must vanish for all I5v of the form 

3487 J. Math. Phys .• Vol. 25. No. 12. December 1984 

I5v = (Z5 - )B)l5q for any I5q in .!f 2(D ). It then follows that a 
necessary condition for A M to be a maximum is that 

(45) 

It should be noted that C/(X;V)=O iff AI ===0. This is easily 
seen, since CI =0 implies that I Hj JJ~ I is a linear dependent 
set, hence the matrix H ij = (H;,Hj) is singular. Thus a neces­
sary condition for AM to be a maximum is that 

(Z5 - )B)ll/ci = 0, Ilc/ll #0, l = 1, ... ,p. (46) 

One requires the additional condition that D 2 AM> 0 to 
guarantee a local maximum. However without this condi­
tion, it is seen that system (46) coupled with the finite set (3) 
reduces the number of possible solutions. 

To clarify this last statement consider the case (used in 
numerical computations) where v is restricted to be in a fin­
ite-dimensional subspace of dimension M where M>2N. In 
this case the requirement that I5v be orthogonal to I ~ JJ~ I 
restricts I5v to lie in a (M - 2N I-dimensional space. It is seen 
that when the smallest eigenvalue has multiplicity 1 (p = 1), 
the system I5A 1 = 0 reduces to a system of M - 2N equa­
tions. When this is coupled with the set of2N real equations, 
Eq. (3) produces a total of M nonlinear real equations in M 
unknowns, which yields isolated solutions at points (where 
the derivative does not vanish). 

C. Structural stability of inverse procedures 

Here the structural stability of the descent process de­
veloped in the previous paper I is examined. First note that 
the problem of solving the system of complex equations 

uS(xl,kl;v) - U'", (xl,kl ) BI(u) + iBI + N(V) = 0, 

l= 1, ... ,N 

is equivalent to minimizing the real quadratic form 
2N 

i,j= 1 

where { Tij j is a given positive definite matrix. Thus system I 
giving stable solutions is equivalent to 

2N 

i,}= 1 

2N 

i.j= I 

I(a) 

The procedure developed in the previous paper! com­
bines the two minimization steps making it more practical. 
There the descent procedure is applied to the following mini­
mization problem 

2N 

i,j= 1 

However since IIBdu) II # 1, the stability effect is not as 
pronounced as liB; (v)1I tends to zero. For this and other rea­
sons, the descent process is not carried out all the way but is 
terminated when the approximate solution v is in the linear 
region of a point in the resolution cell. At this point, other 
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various techniques could be imposed such as that of Backus 
and GilbertZ to get the smoothest solution. 

It is clear however that the conjugate gradient and other 
methods applied to the minimization of ~;~ I B ~(v) are un­
stable, and are only useful in the case of a large data base 
when v may be satisfactorily represented by a point in a 2N­
dimensional subspace. For the latter situation it is expected 
that the conditioning of the matrix H will tend to get worse 
as N increases, hence there is some measurement number N, 
such that one can take as subspace dimension M = 2N or if N 
is large enough M < 2N. 

D. Design of experiment 

In order for the problem to be well posed an additional 
condition or constraint has to be imposed to select a particu­
lar solution from the isolated point set. This is achieved by 
proper design of experiment and initial choice of v used in the 
iteration scheme. Although the actual requirements still re­
main to be completely formulated and rigorously verified, 
some conjectures on them can be made based on physical 
reasoning (verified by computational studies). In the design 
of the experiment at least one of the measurements should be 
made at a low enough frequency so that the Born approxima­
tion can be made. A suitable initial choice for v in the iter­
ation scheme is to take a value which is constant over D, 
where the constant VBorn is the value obtained from the Born 
approximation. The remaining measurements should be 
made at frequencies and positions that are sufficiently differ­
ent so that the matrix H for the body is not too singular. The 
precise quantification of this remains to be done. 
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APPENDIX: PROOF OF THEOREM 

Here the proof of the following theorem is presented. 
Theorem: For the parameter J1 in the range 

1J11<~J1oK2(O;O)lK3' Newton's iteration process [Eq. (14)] 
converges to a solution c •• in the ballllc •• liz < r. 

Proof Using Schwarz's inequality for the Hilbert space 
associated with :t' z(D X D) and the fact that we set 
11q?1 II = 1, we have 

I((H ,(Vp ),q?1 ),q?1)1 < IIIH '(vp )11. 

Hence it follows from Eqs. (29) and (19), that for 1J11 <J10, 

IIF( J1;O)llz<! J1 ZK2(0J1;O)<!J12K3, (AI) 

where 0 < 0 < 1. 
From Eq. (12) it follows in similar manner that 

IA/k(,u)1 < 1J1IIIH ;(vm + J101q?lllIIIHdvm )11, 
2N 

L IA/k 12«IJ1IK2(J101;O)Ktl
2
, 

l,k~ I 

where 0 < 01 < 1. Thus we obtain the estimate on the norm of 
the matrix 

(A2) 
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It then follows from Eq. (11) that the norm of the inverse 
matrix satisfies the inequality 

11F0112<IIH-1112[1-IIH-11121IA 112]-1. 

From Eq. (A2) it is seen that 

IIH-
1

1I211A Ilz<p, 

where 

p = (1J11/A,M)K I K3, 

hence 

(A3) 

(A4) 

To get an estimate for IlFcc(J1;c)lb for Ilcll <r, and 1J11 <J10, 
we note that from Eq. (IS) 

I 
a2F I Jc

k 
;c

j 
(J1;c) <IIH,(vp)llllHdvm)llllHj(vm)ll, 

hence 

2N I a2
F/ 12 (1IFcc (J1;c)llz)z< L -- (J1;C) 

j,k,/~ laCk aCj 
<K~K~(J1;c)<KiK~. (A5) 

Using the notation ofVainbergl2 we have 

IIF aF(J1;O)112<7J = H J1 2K3/A,M(1 - p)), (A6) 

Ilr aFcc(J1;c)112<K = Ki K3/A,M(1 - p), (A7) 

h = TJK = !(p/(l - p)f (AS) 

Thus for 1J11<!J1oKz(O,O)lK3, it follows from Eq. (A3) that 
p <!, and h <!. Hence from the Theorem (27.6) of Vain­
berg,12 the Newton process converges to a solution c •• in 
the ball 

lie .. 112< [(1 - ~ 1 - 2h )/h l7J = roo 

lt can be shown that for the range of J1 specified above, 

ro<27J = 2J1
2
K3 < 2J1oK3 (1!:...)2 < ~ l:!L = r. 

A,M K IK2(O,O) J10 2 KI 

In addition from Vainberg, the solution is unique in the ball 
IIcl1 2 < Min(r,rl), where 

r l = [(1 + ~ 1 - 2h )/h l7J. 
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A rule for the total number of topologically distinct Feynman diagrams is presented for the 
ground state of a system of many identical particles interacting via a two-body potential. 
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I. INTRODUCTION 

The idea of quantization comes from wave-particle 
duality. One starts with the classical equations of motion of a 
given system and quantizes them by treating the dynamical 
variables as operators and imposing a specific algebra. This 
procedure is called particle or field quantization, depending 
on whether it is applied to classical particles or classical 
fields. Given that field quantization leads to a many-particle 
description, it is then natural to ask whether one can consid­
er a field-quantized description of many-particle systems. 
This is possible, and the procedure is called second quantiza­
tion. 

Although the concept of second quantization is essen­
tial in a relativistic theory where one wants to allow the total 
number of particles in the system to be a variable, in nonrela­
tivistic problems it becomes a very useful technique when 
one takes into account the statistics of the many-particle sys­
tem under study, without the need for symmetrizing or anti­
symmetrizing products of single-particle wave functions. 
Only a few cases can be solved exactly! with the second­
quantized Hamiltonian, and often after a canonical transfor­
mation has had to be performed. In general, one must resort 
to approximate methods in which part of the Hamiltonian is 
considered exactly soluble and the remainder is treated as a 
perturbation. In many-particle physics the perturbation ex­
pansion becomes quite cumbersome, but can be written in an 
elegant and concise form using the language of Feynman 
diagrams. 2 The main utility of such diagrams lies in the fact 
that one can represent graphically various terms in a particu­
lar series expansion, give a physical interpretation to them, 
and easily perform sums of an infinite class of perturbation 
terms. In fact, in many-body theory the interaction between 
particles is not necessarily weak, so that a perturbation the­
ory in which one considers only the first term, or even the 
first few terms, will not give satisfactory results. Feynman 
diagrams have proved useful in developing techniques by 
which we can pick out from the infinite set of all terms of the 
perturbation expansion an infinite subset of terms which are 
believed, on physical grounds, to be more important, and 
sum them up to arrive at a reasonable approximation for the 
quantity to be calculated. Moreover, as we want to show in 
this paper, the number of terms that need be considered if 
one wants to compute all the terms up to order n in the 
perturbation expansion grows so rapidly that it becomes nec­
essary to stop at a very low value of n. In Sec. II we shall 
briefly review the diagrammatic technique, and in Sec. III 
we shall give a rule to determine, at each order n in the per­
turbation expansion, the total number of topologically dis-

tinct diagrams one should consider to compute the ground­
state Green's function of a system of many fermions 
interacting via a two-body potential. 

II. GREEN'S FUNCTION AND DIAGRAMMATIC 
REPRESENTATION 

The field operator for a many-particle system in the 
Heisenberg picture can be written as 

¢a(x) = eiHtifr!(x)e-iHt, (1) 

in terms of the field operator in the Schr6dinger picture giv­
en by 

ifr! (x) = L tPka (x)cka • (2) 
k 

Here H is the total Hamiltonian, tPka (x) is the single-particle 
wave function, and cka is the annihilation operator for the 
state (ka), where k represents the momentum and a repre­
sents a spin component. If I tPo) is the exact Heisenberg nor­
malized ground state, then the single-particle Green's func­
tion at zero temperature can be defined as3 

. A At 
I Gap (x,y) = (tPol T [tPa (x)tPp( y)] ItPo), (3) 

wherex=(x,tx ),y==(y,ty ), and Tis the time-ordering opera­
tor. Here Gap contains observable properties of great inter­
est, for from it one can compute expectation values of any 
single-particle operator in the ground or excited state of the 
system. 

The construction of the Green's function for a nontri­
vial physical system, however, is a formidable job, and a 
general approach is the use of perturbation theory which 
splits the Hamiltonian as 

H=~+~ ~ 

where the problem for Ho is assumed to be already solved 
exactly. Perturbation techniques are most conveniently ap­
plied in the interaction picture, and for a many-fermion sys­
tem with a two-body potential V(x!,x2), the Green's function 
is given by 

00 (- ilnfoo foo 
iGap(x,y) = n~o---;;! _ 00 dt!". _ 00 dtn 

.... .... 
X (¢oIT [V(ttl,,·V(tn )tfa(x)¢1(y)] I¢o) 

x[(¢oIU(+ 00,- oo)l¢o)]-t, (5) 

where I¢o) is the unperturbed ground state, U ( 00, - 00) is 
the evolution operator, and the tildes remind us that the 
operators are in the interaction picture. The two-body poten­
tial can be expressed in terms of field operators as 
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V(X I,X2 ) = I..!...fd 3
X I d3x 2 V,u',fLfL,(Xl>X2 ) 

,,;,,;,2 

fLfL' 

X ¢1 (xl)¢t (X2)~' (X2)¢:' (Xl)' (6) 

One can then see that in order to compute the nth order 
contribution to Ga{3' one must find the expectation value in 
the unperturbed ground state of the time-ordered product of 
4n + 2 creation and annihilation operators of the form 

<~ol T [t:l.~a (x)¢;( y)] I~o)· (7) 
4n 

Using Wick's theorem,4 given that vacuum expectation val­
ues are computed, one arrives at the conclusion that only the 
fully contracted terms contribute. 

It is possible to give a pictorial representation of each of 
these terms by means of Feynman diagrams. The only dia­
grams which need be considered are the connected ones, be­
cause the disconnected ones are canceled at any orde~ by the 
vacuum polarization graphs which originate with the de­
nominator <~oIU(oo, - oo)l~o) appearing in Eq. (5). The 
equation can then be written as 

iGa{3(x,y) = nto( - 2 itJ: 00 dtl .. J: 00 dtn 

X <~oIT [V(tl) .. ·V(tn)¢:(x)¢~(y)] I~o)/, (8) 

where the prime stands for "connected and topologically 
distinct." For example, for n = 1 there are only two such 
diagrams which are displayed in Fig. 1. In general, at the nth 
order each topologically distinct graph contributes n! times. 

III. THE RULE 

We are now in a position to present a rule for the total 
number of topologically distinct diagrams that can be drawn 
for a system of many identical particles interacting via a two­
body potential. The number offully contracted terms which 
are generated by the expectation value (7) is 

N(n) = C(n) +D(n) = (2n + I)!, (9) 

where C (n) is the number of connected terms, D (n) is the 
number of disconnected terms, and n is the order of approxi­
mation in the perturbation expansion. We now give the fol­
lowing definition. 

Definition: A term is said to belong to the class of order 
p if P is the total number of interactions appearing in the 
connected part of the term which contains tPa (x) and tP1( y), 

Clearly then (1) O<p<n--+n + 1 classes; and (2) the 
above definition makes a partition of the set of N (n) terms 

FIG, I. The two distinct Feynman diagrams for the case n = 1 in Eq. (7). 
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into disjoint classes. Graphically this can be expressed by the 
equation 

r ~ {+ ~}+ . . +{ +1 (to] 

p = 0 P = n 

for the nth-order Green's function, where the curly brackets 
contain the whole terms belonging to the class p. 

Indicating by dp (n) the number of nth-order terms be­
longing to the class p, we can write 

n~l 

dn(n)-C(n) = N(n) - L dp(n). (11 ) 
p=o 

Denoting a free Green's function by a set of parentheses ( , ), 
each of which contains a pair of 4-space coordinates, we can 
write a generic term of order n belonging to class p as 

and 

(x, )( , ) ... ( , )( ,y)( , ) ... ( , ) 
" - /~ 2p+ 1 2(n -p) 

d (n) = [number of terms of order p] 
p belonging to class p 

[
number of permutations of ] 

X 2(n _ p) internal coordinates 

X [n~mber o~ wa~s of connecting] 
n mteractIOns m groups of p 

= C(p)[2(n - p)]!e) 

= {(2P + Il! - :t~dk(P)} [2(n - p)]!e), (12) 

C(n) = (2n + I)! - :t~{ [2(n - P)]{;)[(2P + I)! 

- :t~ddP)]}' (13) 

We note that Eq. (12) gives the number of disconnected dia­
grams of order nand classp in terms of the number of discon­
nected diagrams of lower order, provided that p < n. For 
p = n, the equation simply says that dn (n)=C (n) is given by 
subtracting the total number of disconnected diagrams from 
the total number of diagrams. For this reason we give both 
equations, (12) and (13): the latter gives C (n) in termsofdk (p) 
withp<n. 

TABLE I. Total number F(n) of connected topologically distinct Feynman 
diagrams. 

n F(n) 

0 
1 2 
2 10 
3 74 
4 706 
5 8162 
6 110410 
7 1708391 
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TABLE II. Each term gives dp(n). The coefficients C(P) are obtained by 
subtracting the sum of the first p terms of the ( p + 1 )-th row from (2p + l)t 

X 0 2 3 4 

0 I 

2t(~) C(I) 

2 4{~) C(1)2{~) C(2) 

3 6{~) C(1)4t(D C(2)2tG) C(3) 

4 8{~) C(1)6{~) C(2)4{~ C(3)2{~) C(4) 

In order to obtain topologically distinct diagrams, we 
note that (1) the number of permutations of n interactions is 
n!; and (2) the number of ways to interchange the coordinates 
in each interaction is given by 

± (n) = 2n. 
k~O k 

The number of connected topologically distinct Feynman 
diagrams for a many-fermion system interacting via a two­
body potential is thus 

F(n) = C(n)/n!2", (14) 

which is tabulated in Table I for values of n up to 7. 
It is possible to construct a triangle which gives the 

number C (n) for each n according to Eq. (11), as shown by the 
diagonal elements in Table II. This triangle is shown numeri­
cally below: 

1 
2 

24 
720 

40 320 

4 
16 

288 
11520 

80 
480 

11520 
3552 

28416 271 104. 

From Table I for the values of F(n), we see that the 
number of topologically distinct diagrams grows rapidly. It 
is now clear that any approach whereby one computes per­
turbation expansion up to a given order n becomes impracti­
cal even for small values of n. Thanks to the computing faci­
lities currently available, one might still want to compute for 
a given system all the terms in the perturbation expansion 
until convergence is achieved.6 However, in the application 
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of perturbation theory to very large quantum systems, i.e., 
systems with large spatial dimensions and many degrees of 
freedom (like in quantum field theory, solid-state physics, 
theory of real gases, and nuclear structure), one encounters 
difficulties which are associated with the fact that even small 
perturbations produce large changes in the energies and ei­
genfunctions of the whole system, because of the occurrence 
of terms containing high powers of the volume in the pertur­
bation expansion of physical quantities. As a result, one of­
ten has to face the problem of an extremely bad convergence 
of the series. Therefore, the diagrammatic approach is, in 
general, totally different: one looks for suitable classifica­
tions of the various terms and retains only the most impor­
tant classes. For example, in Dyson's equation 7 one is able to 
take into account, at any order of approximation for the 
proper self-energy, an infinite number of terms appearing in 
Eq. (5) by computing only a finite number of self-energy in­
sertions. 
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A new method for summing strongly divergent perturbation series is presented. It is based on the 
change of the power series into a convergent sequence by means of an order-dependent mapping 
obtained from a simple scaling relation. The perturbation expansions for a one-dimensional integral 
and for the ground states of the anharmonic oscillator and of the linear confining potential model 
are accurately summed in the most unfavorable strong-coupling limit. 

PACS numbers: 03.65.Ge, 02.30.Lt, 

I. INTRODUCTION 

Perturbation series with poor convergence properties 
proved to be the rule rather than the exception in quantum 
and field theory. Due to this fact, summability procedures are 
of utmost importance. Strongly divergent power series and 
large-order perturbation theory have become very popular 
since the pioneering works of Bender and Wu 1 and Simon2 on 
the quantum anharmonic oscillator. Excellent reviews on this 
subject are available.3

,4 

The purpose of this paper is to show a new method for 
summing divergent power expansions that is very simple and 
requires no knowledge of the asymptotic behavior of the 
Taylor coefficients. The procedure is developed in Sec. II 
and consists of transforming the power series into a conver­
gent succession by means of an order-dependent mapping 
obtained from a simple scaling relation. It is then applied to 
three well-known strongly divergent power series that are 
accurately summed in the most unfavorable strong-coupling 
limit. 

In Sec. III we deal with a one-dimensional integral that 
may be considered to be either the classical partition func­
tion of the anharmonic oscillator or a zero-dimensional ana­
log of some functional integrals encountered in ¢J 4-scalar 
field theory. 5 We consider the power series expansion for the 
lowest eigenvalue of the anharmonic oscillator in Sec. IV and 
that for the ground state of the linear confining potential 
model in Sec. V. Finally, further remarks on the method are 
made in Sec. VI. 

II. THE METHOD 

Motivated by a sort of semiclassical approach to param­
eter-dependent systems,6.7 we have recently developed a new 
procedure (called functional method) that has proved to be 
successful in obtaining accurate results from strongly diver­
gent power series by using a few perturbation terms. 8-10 Sev­
eral models were treated; among them we can mention those 
studies in the present paper,8-10 the Stark lO and Zeeman8.9 

effects in hydrogen. Though acceptable results were ob­
tained in all cases, the rearranged series included no more 
than ten perturbation terms so that it was not clearly proved 
whether they were convergent or merely asymptotic. 

In this section we show an improved version of the 
above mentioned method that can be easily applied to a large 
number of problems in quantum and field theory. The view-

point of the present approach is quite different from the pre­
vious one.8- 1O 

Let E (Z,A ) (0 < Z,A < CIJ) be a real, unknown function 
that obeys the asymptotic expansion 

00 

E(I,A) = IE)" i, 
i=O 

and the scaling relation 

E(Z,A) = zaE(I,Azb), 

(I) 

(2) 

where a and b are real numbers and b < O. It is our purpose to 
show how to obtain an accurate enough approximation to 
E(I,A) [and also toE(Z,A lin virtueofEq. (2)] when the first 
N + 1 coefficients Ei are available. This problem is interest­
ing because it is often encountered in quantum and field the­
ory as will be seen later on. 

Our procedure is based upon the fact that, due to Eq. 
(2), the function 

E(K,(3) = E(K II - /3 J,(3), (3) 

where K and /3 are real, positive numbers, can be written as 

E(I,A) = K - a(l - /3) - aE(K,/3), (4) 

where 

A =Kb/3(I-/3t, (5) 

Since b < 0, this last equation maps O:::;A < CIJ onto 0:::;/3 < 1. 
To find an appropriate expansion for E (I,A ) in powers 

of the bounded variable /3 we write 
00 

E(K,/3) = I Ei(K)/3 i. (6) 
i=O 

In order to obtain the coefficients Ei (K ) we rewrite (4) as 
E (K,(3) = Ka(1 - /3 tE (I,A (f3)) and expand its right-hand 
side in powers of /3 by using the mapping (5) and the expansion 
(I). The result is 

Ej(K) = i (- Iy-i(a.+ ~i)Ka+biEi' (7) 
i=O J-l 

where (~) = e(e - I)(e - 2) .. ·(e - i + 1)/11 and (~) = 1. 

According to Eq. (4), the sequence 

SEN(K,(3) = K - a(l - /3) - aSN(K,/3), 
N 

SN(K,(3) = I Ei(K)f3i, N= 1,2, ... 
;=0 

(8) 
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will converge towards E(I,A.) if SN(K,/3)(N = 1,2 ... ) con­
verges to E (K,/3). A sufficient condition for this is that 
S N (K, 1) converges to E (K, 1) because 1!1 I < 1. 

The parameter K plays a key role in obtaining a conver­
gent succession and its proper value must be determined care­
fully. To this end notice that E(K,I) = E(O,I) is K indepen­
dent. Therefore, if SN(K, l) converges towards E(O,I), the 
curveS N (K, 1) vs K will exhibit a plateau whose extension will 
increase as N increases. The existence of such a plateau is a 
suitable convergence criterion and it seems to be most reason­
able to choose aK value that belongs to its flattest part. In this 
paper we use either the stationary point Kt,(aSNlaK) 
(K = K t,/3 = 1) = 0, with the smallest absolute value of the 
second derivative or the inflection point K ~ ,(a2 S N I aK 2) 
(K = K~,/3 = 1) = 0, with the smallest absolute value of the 
first derivative. This point will be discussed in deeper detail in 
the next sections. 

It follows from the discussion above thatK [and thereby 
the mapping (5)] is order dependent. In this way, the original 
power series (1) has been transformed into the sequence (8) 
(with K = KN)' 

On the other hand, the scaling relation (2) implies that 
E(l,A.) =,1 -albE(A I/b,l), (9) 

from which it follows that 
limA albE(l,A.) = E(O,l), (10) 
"-00 

provided E (Z-o, 1) exists. If in addition to this E (Z, 1) satis-
fies a Taylor expansion about Z = 0 with coefficients ei , we 
can write, according to Eq. (9), E (1,A. ) as 

00 
E(I,A.)=A -albIeiA llb, eo =E(O,l), (11) 

i=O 

which is valid for large enough A values. Actually, each term 
SEN of the sequence (8) obeys bothA- and A lib -power series. 

The existence of a scaling relation like (2) is not neces­
sary for our method to apply. It often happens that the func­
tion we are interested in obeys two asymptotic expansions 
like those in Eqs. (1) and (11) which clearly determine the 
parameters a and b required for constructing the sequence 

SEN' 
There are two very interesting properties of our se­

quence SEN that were pointed out in our earlier works on the 
functional methodS

-
lO and that can be easily proved using 

the present formulation. They are discussed in the following 
theorem. 

Theorem: 

(a) The stationary points Kt,(aSENlaK)" 
(K = K t) = 0, are independent of A and thereby coincide 
withKt. 

(b) The inflection points K~,WSENlaK2)" 
(K = K ~) = 0, are bounded functions of A. 

Proof: The first statement follows from the fact that 

N+I 

X I Pi(K)fJi, (12) 
i=O 

where 
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I (aJi
) • l)J Pi (K ) = i J i - b - K aK - ( - a + I - i-I 

+K(b-l+l{a~~I). (13) 

Ji = K alb Ei (k ) if 0 ~ i ~ Nand Ji = 0 otherwise. A straight­
forwardmanipulationofEq. (7) shows thatPi = Oifi <N + 1 
which proves (a) because the stationary points K t are the 
roots of P N + I (K ). 

Calculation of (J2SENlaK 2l;,. shows that (b) is also true. 
At present we do not know what general conditions are 

required for the sequence SEN (N = 1,2, ... ) to converge 
towards the functionE ( l,A. ). However, in the next sections we 
will show that our method applies successfully to some well­
known strongly divergent power series. 

III. A SIMPLE ONE-DIMENSIONAL INTEGRAL 

Our first example is the integral 

E(Z,A.) = 1T-
I

/
2 Loo exp (- Zx2 -Ax4)dx, (14) 

that is often encountered in statistical mechanics II and field 
theory.4.s. It has also proved to be useful in studying large­
order perturbation theory4.5 becauseE (Z,A. ) leads to strongly 
divergent power series like (1) with coefficients 

Ei = ( - Ih4i)!/11(2i)!24i. (15) 

Since E (Z,A. ) obeys (2) with a = - 1/2 and b = - 2, 
the method of Sec. II applies giving rise to the mapping 

A=K-2!3(I-!1)-2 (16) 

that agrees with the one used by Seznec and Zinn-Justin.s 

From their results (obtained by the saddle-point approxima­
tion5) we know that the sequence SEN converges for all A 
valueswhenK 2 = const + 1.325 487N. Moreover, theirnu­
merical calculation shows that SEN actually tends to E (1,A. ) 
as N-oo (see Ref. 5). 

In spite of the fact that our mapping equals that of Sez­
nec and Zinn-Justin,s we determine K in a different way. 
However, it will be shown below that both methods yield 
identical results in the present case. 

We have calculated all the stationary (K t) and inflec­
tion (K ~) points of S N (K, 1) for 1 ~ N ~ 24. There are one 
stationary and one inflection point when N is odd and two 
inflection points when N is even. A least-squares fitting of 
the last six points in each case yields 

(Kt)2 = (1.169 ± 0.001) + (1.3253 ± 0.OOO3)N, oddN, 

and 
(17) 

(K~)2 = (1.958 ± 0.008) + (1.323 ± 0.D02)N, even N. 
(18) 

To obtain Eq. (18) we have used the smaller K ~ for each even 
N that corresponds to the smaller value of 
l(aSNlaK)(K = K~)I·Bothresultsareinexcellentagreement 
with those ofSeznec and Zinn-Justin5 who chooseK N so that 
EN vanishes. 

When determiningKN by either (17) or (18), our succes­
sion S N(K N' 1) converges towards E (0, 1) from below yielding 

SN(KN,I) = 1.022765669, (19) 
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when N = 23 (K ~) or N = 24 (K f.,.), respectively. The agree­
ment with the exact result 

E(O,I) = rW121T1/2 = 1.022765672 ... (20) 

is excellent. Since E (0, 1) corresponds to the limit A---+ 00 [cf. 
Eq. (10)], we are sure that even more accurate results will be 
obtained for all finite A values. 

The remaining inflection points that appear for all N 
values can be accurately fitted by the straight line (using the 
last 12 points) 

Kf.,. = (0.912 ± 0.003) + (1.1534 ± 0.OOO7)N. (21) 

It determines a sequence S N (K N' 1) that converges to a wrong 
limit ( = 0.9203 ... ). StraightlinesKN vsNarealwayspresent 
in our method and they always give rise to sequences con­
verging to wrong limits that were not predicted by Seznec 
and Zinn-Justin.5 Fortunately, these spurious sequences are 
put aside by the requirement of smallest I (a2 S N I aK 2)(K ~, 1) I 
and l(aSN laK)(Kf.,.,I)I. Moreover, it seems to be a general 
rule that the straight lines K ~ b vs N give rise to correct 
sequences. 

Most problems in quantum mechanics lead to more 
complicated patterns of stationary and inflection points than 
that just discussed above. However, our numerical investiga­
tion suggests that they all are quite similar, as will be shown 
later on in the next sections. 

IV. THE ANHARMONIC OSCILLATOR 

The anharmonic oscillator 

H (Z,A ) = p2 + Zx2 + AX4, p = - i ~, (22) 

is also useful in checking our method because the perturba­
tion series for its eigenvalues are known to be strongly diver­
gent and many Taylor coefficients have been calculated for 
the lowest eigenvalue. 1 Their asymptotic form is also well­
known (Z = 1)1.2: 

En Z - 2(6/~)1/2( - ~nn - !)!. (23) 

It immediately follows from the Symanzik's theorem2 

that any eigenvalue E (Z, A ) of H (Z, A ) obeys (2) with a = ! 
and b = -~. This leads us to one of the order-dependent 
mappings studied by Seznec and Zinn-Justin5

: 

A =K~3/2/3(I_/3)~3/2. (24) 

It is worth noticing that E (K,/3) [cf. Eq. (3)] is an eigen­
value of the Hamiltonian operator 

H(K 11 -/3l,/3) = p2 + Kx2 +/3(x4 
- Kx2). (25) 

It is not difficult to prove that in this particular case our 
method is exactly equivalent to Caswell's generalized Wick 
orderingl2 provided K is properly chosen. However, the 
former is more general than the latter that only applies to 
anharmonic oscillators and double-well potentials. 12 An 
example of this last sort of model is obtained in our case 
when /3 > 1 because the Hamiltonian operator (25) 
obeys H(K P - /3 l,/3) = K 1/2(/3 - 1)1/2 
XH (- 1,/3K ~3/2(j3 - 1)~3/2). We therefore define 

(26) 

Unfortunately,Eq.(26)mapsO~A < 00 into 00 >/3> 1 due to 
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which we cannot obtain accurate eigenvalues for arbitrarily 
smalU values. 12 This is reasonable because we have two infi­
nitely deep wells when A---+O. 

In what follows we show the results obtained for the low­
est eigenvalue of(22)(withZ = 1) using the perturbation coef­
ficientsgiven in Ref. 1. We begin with an analysis ofthedistri­
bution of the stationary and inflection points of S N (K, 1) in the 
K 3/2_N plane. Since both sets of points give rise to similar 
patterns, only the inflection points will be discussed here in 
detail. These are shown in Fig. 1. Each of the full lines A-D, 
which are straight linesK vsN, generates a spurious sequence 
that converges to a wrong limit. Though their convergence is 
quite slow and we cannot handle enough perturbation coeffi­
cients to obtain their limits accurately, we can estimate them 
to be about of 1.3, 1.060 34, 1.060 3622, 1.060 362 09, respec­
tively. Obviously, as we pass from A to D we approach the 
exact result 13 

E (0, I) = 1.060 362 090 5 ... (27) 

more and more closely. This step-by-step approximation to 
the eigenvalue was previously pointed out by Caswell. 12 The 
path E that appears in Fig. 1 is not reasonable because it 
means a decreasing order dependence. Therefore, it must be 
avoided. 

As argued before, the proper sequence is obtained by 
keeping, for each N value, the inflection point with the small­
est absolute value of the first derivative. It corresponds to 
retain the smallest K f.,. for each N. With such a sequence we 
obtain 

E(O,l)present = 1.06036209 ± 1O~8, (28) 

that agrees very closely with (27). A similar analysis of the 
stationary points yields exactly the same result. Clearly, our 
method enables us to obtain the eigenvalues of the quartic 
oscillator [H (0, 1) = p2 + X4] by applying perturbation the­
ory to the anharmonic oscillator (22). 

Since /3 = 1 (A---+ 00 or Z = 0) is the most unfavorable 
case, we expect our sequence SEN will approach an eigenval­
ue of H (1,11 ) very closely for all A values. In Table I we com­
pare our results with Banerjee's very accurate nonperturba­
tive calculationl4 showing an excellent agreement when 
using either the inflection or stationary points. The accuracy 
of our results is almost independent of A. 

60 

50 

40 

30 

A 
20 

5 9 13 17 21 25 29 33 37 N 

FIG. 1. Inflection points of SN(K, I) for the lowest eigenvalue of the anhar­
monic oscillator H (I,A ) = p2 + x2 + Ax4. 
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TABLE I. Lowest eigenvalue of the anharmonic oscillator H (1,A. ) = p2 + x2 + A.X4. 

10-3 

1 
10" 

E(I,A.)a 

1.000 74869267 
1.392 351 641 53 

22.861 608 87027 

'''exact'' (see Ref. 14). 

1.000 748 692 9 
1.392 3516410 

22.861 608 82 

bEquation (8) with N = 24 andK~4 = 6.916413786. 
cEquation (8) with N = 23 and KfJ = 6.167 663 727. 

V. THE LINEAR CONFINING POTENTIAL 

The Hamiltonian operator 

B(Z';') = p2/2 - Z Ir + Ar, p = - iV, (29) 

proves to be very useful in particle physics (see Ref. 15 and 
references therein). It has also received considerable atten­
tion 16--19 because its eigenvalues lead to strongly divergent 
perturbation series. In particular, the asymptotic form of the 
perturbation coefficients for the lowest eigenvalue of B (1';' ) 
is known to be l9 

(30) 

Clearly, this series diverges more strongly (and therefore it is 
more difficult to sum) than that for the anharmonic oscillator 
[cf. Eq. (21)]. 

A simple scaling argument shows that our method ap­
plies to this case with a = 2 and b = - 3 yielding 

E(l, A) = K -2(1 - !3)-2JE(K,/3), 

A =K-3!3(I-!3)-3. (31) 

It is worth noticing that E (K,/3) is an eigenvalue of 

H(K (l-!3},/3) = p2/2 - K Ir +!3(Ar + K Ir) (32) 

that equals the partition of the Hamiltonian operator pro­
posed by Killingbeckl6 and Austin and Killingbeck. 17 How­
ever, they did not take advantage ofthe scaling relation (31) 
and their power series rearranged as Pade approximants 
proved to converge very slowly. 17 Owing to this, their results 
are of acceptable accuracy only for A values smaller than 1.0 
(see Refs. 16 and 17). We will show below that our method 
yields accurate results even for A values as large as A = 500. 
To this end we make use of the perturbation coefficients 
obtained by Privman.20 

One of the most attractive features of our method is that 
the patterns of stationary and inflection points for all models 
studied are quite similar. It seems to be a general rule that the 
stronger the divergence of the perturbation series the larger 
the number of points KN in the same region of the K- b_N 
plane. This fact is illustrated in Fig. 2 where we show the 
stationary points of S N (K, 1) for the lowest eigenvalue of (29) 
(with Z = 1). The full lines labeled A-E in Fig. 2 are straight 
lines K N vs N that give rise to spurious sequences converging 
to wrong limits. However, the convergence in this case is so 
slow that we need a much larger number of perturbation 
terms in order to have acceptable estimates of these limits. 
Also in this case, we see a line (F) with a negative slope. A 
more careful calculation, using more perturbation terms, is 
required to show whether such negative order dependences 
are due to numerical errors. 
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error % 

2.0X 10-8 

3.6X 10-8 

2.2X 10-7 

E(I,A. )C 

1.000 7486924 
1.392351 641 3 

22.861608700 

error % 

3.0X 10-8 

lAx 10- 8 

7.4X 10-7 

The sequence S N(K N' 1) (chosen as discussed in Secs. III 
and IV) converges too slowly in this case to obtain a close 
approach toE (0,1) = 1.8557 .... This is due to the factthat the 
present perturbation series diverges more strongly than those 
studied previously. Our best estimate is 
E(o,l)present = 1.85 ± 0.02. 

The present perturbation calculation of E (1';' ) is accu­
rate enough for most purposes. Table II shows that our re­
sults agree closely with those obtained by numerical integra­
tion of the Schrodinger equation21 in quite a wide range of A 
values. As far as we know, there is no other perturbation 
calculation reported in the literature that yields such accu­
rate results with only 13 perturbation coefficients. For exam­
ple, our estimate of E (1';' ) is somewhat less accurate in the 
small- and intermediate-A regime than that obtained by a 
(16/15) Borel-Pade approximane 8 that requires 31st-order 
perturbation theory but is a much better approach to the 
"exact" eigenvalue21 in the strong-coupling regime. This is 
due to thefactthat IA -2/3(16/15)1 tends to infinity aSA-oo 
instead of being an approximation to E (0, 1). 

VI. FURTHER COMMENTS 

The method developed in this paper is very simple, re­
quires little computational effort, and applies to a large var­
iety of problems in quantum and field theory. Two good 
examples of the former are the Zeeman22 and Stark23 effects 
in hydrogen. These models, which have received consider­
able attention owing to their many physical applications (see 
Refs. 22 and 23 and references therein), lead to strongly di­
vergent perturbation series24.25 and their Hamiltonian oper­
ators obey scaling relations like (2). 

K3 

70 

60 

50 

40 

30 

20 

10 

2 
17 19 21 N 

FIG. 2. Stationary points of SN(K,I) for the lowest eigenvalue of 
H(I,A.) = p2/2 - l/r + A.r. 
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TABLE II. Lowest eigenvalue of H(I,A) = p2/2 - Ir +Ar. 

0.68587106 
4 

500 

E(I,A )" 

0.2841134 
2.7960028 

108.466431 

E(I,A Jh 

0.284 liS 
2.795754 

108.36580 

aEquationwithN= 13andKf3 = 1.8307185377. 
b"exact" (see Ref. 21). 

error % 

5.6X 10-4 

8.9X 10-3 

9.3X 10- 2 

OUf method proves to be successful also in calculating 
the rotational energy of diatomic and symmetric-top mole­
cules in electric and magnetic fields. 26 In such cases there is 
no scaling relation and the parameters a and b are obtained 
from asymptotic expansions like (11) (see Ref. 26). 

Some interesting features of our method that were point­
ed out before require further study. It would be useful to prove 
why one obtains similar patterns of stationary and inflection 
points in the K - b -N plane for all problems having bound 
states. It would be particularly fruitful to know the reasons for 
the occurrence of spurious sequences based upon straight 
lines K N VS N. All these points are being studied at present in 
our laboratory and conclusions will appear elsewhere in a 
forthcoming paper. 
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Bound state energy eigenvalues for a general class of one-dimensional 
problems on the whole axis ( - 00, 00) via the PrOfer transformation 
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An extension of the Priifer phase function method for the bound state energy calculation is 
presented. It is applicable to one-dimensional problems described by the Schrodinger equation on 
the whole axis ( - 00,00) with a general class of potentials. Theorems are given which are a 
generalization of the analogous ones concerning the half-axis (0, 00 ) problems that have been 
presented in previous papers. The method is suitable especially for numerical calculations of the 
bound state energy eignevalues. 

PACS numbers: 03.6S.Ge 

I. INTRODUCTION 

In a number of fields in physics the bound state energies 
(BSE) of a system described by the one-dimensional Schro­
dinger equation (SE) with a real potential are of interest. 1 

Mostly, for the potential of a general form, the BSE have to 
be calculated numerically. 

In a previous paper,2 the problem of the BSE for a sys­
tem described by the three-dimensional SE with a real cen­
tral potential was investigated in terms of the (modified) 
Priifer transformation (PT)3 and the theoretical framework 
of a method for the numerical calculation of the BSE was 
established. The method utilizes the PT and enables one to 
find the BSE with a known accuracy using only the values of 
a phase function at some distant but finite point. 

The aim of the present paper is to modify the method 
treated in Ref. 2, which, in fact, applies to a problem formu­
lated on the half-axis (0, 00 ), so as to make it applicable to a 
one-dimensional problem formulated on the whole axis 
(- 00,00). 

We consider the SE, 

{::2 + E - W(X)} J/I(X,E) = 0, (1.1) 

for xe( - 00,00), where E is a real parameter (energy) and the 
function (potential) w(x) has the following properties: (i) w(x) 
is a real function, finite for xe( - 00,00) and continuous ex­
cept for a finite number of points; (ii) there exist limits 
limx~ + "" w(x) = w( + 00), limx~ _ "" w(x) = w( - 00) and it 
holds min {w( + 00), w( - 00) J > - 00 while it can be 
max{w( + 00), w( - oo)J = + 00. 

Denote iiJ = min {w( + 00), w( - 00) J . In the following, 
only the values of Ee( - 00, iiJ) and only the potential func­
tions satisfying (i) and (ii) are considered. We shall refer to 
them as to the E, w(x) with the properties P. 

It is known4 that there exists a self-adjoint operator L 
which is the (unique) extension of the operator Lo induced by 
the differential expression { - d 21dx2 + w(x) J with w(x) sa­
tisfying (i) and (ii) on the class off unctions C o(R ). The BSE 
we are interested in are the eigenvalues of the operator L 
contained in the interval ( - 00, iiJ). According to the asymp­
totic behavior ofsolutions of Eq. (1.1) with w(x). E having the 
properties P 2.5 the BSE problem can be formulated in the 
following way. 

Let J/I(X,E) be a solution of Eq. (1.1) with w(x), E having 
the properties P. Then the BSE problem is defined by 

J/I( - 00 ,E) = 0, (1.2a) 

J/I( + 00 ,E) = 0, (1.2b) 

and J/I(X,E) should be a continuous function of x together with 
its first derivative. 

It is convenient to treat individually the cases of a sym­
metric potential w(x) = w( - x), xe( - 00,00) and of a gen­
eral one. It is known that in the former case the solutions of 
Eq. (1.1) satisfying (1.2) are either even or odd functions of x. 
Denote these solutions J/I A (X,E), J/I B (X,E), respectively. Then, 

J/I~(O,E) = 0, 

tPB(O,E) = 0, 

where the prime denotes the derivative by x. Each of these 
conditions defines a solution ofEq. (Ll) which is unique up 
to a multiplicative constant. We take the choice 

J/lA(O,E) = 1, J/I~(O,E) = 0, 

J/lB(O,E) = 0, J/I~(O,E) = 1. 

(1.3a) 

(1.3b) 

The conditions (1.3) are crucial for the unique definition 
of phase functions by means of which the BSE can be deter­
mined. If the potential is not a symmetric function one has to 
utilize the asymptotic behavior of a function V(X,E) defined by 
the relation 

V(X,E) = J/I(x,E)IJ/I'(X,E) (1.4) 

to get a condition of the same meaning as (1.3). In (1.4) the 
function J/I(X,E) is a solution ofEq. (1.1) with a nonsymmetric 
potential w(x) and with E having the properties P. If this 
J/I(X,E) satisfies (1.2a) the following statements are valid: 

lim V(X,E)=(W(- OO)_E)-I12, ifw(- 00)< + 00, 
x_- 00 

lim V(X,E) = 0, ifw( - 00) = + 00, 

there exists xoe( - 00,00) such that 

V(X,E) > 0, for xe( - 00, xo). 

(1.Sa) 

(l.5b) 

(l.5c) 

The proof can be carried out in full analogy with that of 
Lemma 2.1 and Theorem 2.3 in Ref. 5. 
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The conditions (1.5) define a solution ofEq. (1.1) up to a 
multiplicative constant. We choose the solution "p = "pe(X,E) 
ofEq. (1.1) satisfying the corresponding relation (1.5) and the 
condition 

[ rfc(X,E)dx = ~. 
~ 00 2 

(1.6) 

The conditions (1.5) and (1.6) replace (1.3) when the potential 
has a general nonsymmetric form. 

In the following we define the phase functions men­
tioned before by means of the PT. We give theorems which 
establish the connection between asymptotic properties of 
the phase functions and the BSE problem defined above. 
Since there are three different sets of conditions (1.3a), (1.3b), 
and (1.5), (1.6) which are essential for the definition of a 
phase function the three cases are treated individually, i.e., 
(A) a symmetric potential w(x) and even bound state func­
tions (BSF), (B) a symmetric potential w(x) and odd BSF, (C) 
a general nonsymmetric potential w(x). 

In Sec. II we give the definitions of the proper phase 
functions in each of the above cases. In Sec. III the theorems 
essential for the BSE calculation by means of the phase func­
tions are formulated. Section IV contains some concluding 
remarks. 

II. TRANSFORMATION TO PHASE FUNCTIONS 

(A) Let E, w(x) in Eq. (1.1) have the properties P, w(x) 
being a symmetric function of x. Consider the solution 
"p A (X,E) of Eq. (1.1) satisfying (1.3a) and perform the PT6 

"pA (X,E) = PA (X,E)COS ZA (X,E), 

(2.1) 
"p~(X,E) = -PA (x,E)sin ZA (X,E). 

Here ZA (X,E) is the phase function mentioned before. 
We require the new functions P A' Z A to be continuous 

functions of x, PA (X,E) > 0 for XE( - 00,00) and according to 
(1.3a) we can choose 

ZA (O,E) = O. (2.2) 

These conditions define the Z A (X,E), P A (X,E) in (2.1) uniquely. 
Equations (1.1) and (2.1) then imply 

z,4 = sin2 ZA + (E - w(x))cos2 ZA' (2.3) 

On the other hand, the condition (2.2) defines uniquely 
one of the solutions ofEq. (2.3).7 It is easy to show that there 
is a one-to-one correspondence between the solution "pA (X,E) 
of Eq. (1.1) satisfying (1.3a) and the solution Z A (X,E) of Eq. 
(2.3) satisfying (2.2) (cf. Ref. 8). 

(B) Let E, w(x) in Eq. (1.1) have the properties P, w(x) 
being a symmetric function of x. Consider the solution 
"pB(X,E) ofEq. (1.1) satisfying (1.3b) and perform the PT 

"pB(X,E) = PB(x,E)sin ZB(X,E), 

(2.4) 
"ps (X,E) = P B (X,E)COS Z B (X,E). 

Again, ZB(X,E) is the discussed phase function. We require 
P B' Z B to be continuous functions of x, P B (X,E) > 0 for 
XE( - 00,00) and according to (1.3b) we can choose 
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ZB(O,E) = O. (2.5) 

These conditions define the functionsPB' ZA in (2.4) unique­
ly. 

It follows from Eqs. (1.1) and (2.4) that 

z~ = cos2 ZB + (E - w(x))sin2 ZB' (2.6) 

Again, there is just one solution Z B (X,E) ofEq. (2.6) satisfying 
(2.5) and there is a one-to-one correspondence between this 
Z B (X,E) and the solution "pB (X,E) of Eq. (1.1) satisfying (1.3b). 

(C) Let E, w(x) in Eq. (1.1) have the properties P, w(x) 
being a nonsymmetric function of x. Consider the solution 
"pe(X,E) ofEq. (1.1) satisfying (1.5) and (1.6) and perform the 
PT 

"pe(X,E) = pe(x,E)sin Zc!X,E), 

(2.7) 
"p~(X,E) = pe(X,E)COS Ze(X,E). 

Now, we have to find conditions defining the functions 
Pc, Zc in (2.7) uniquely. Again, we require pe(X,E) > 0 for 
XE( - 00,00) and that both functions Pc, Zc be continuous 
functions of x. It follows from Eq. (2.7) that 

tan Ze(X,E) = Ve(X,E), (2.8) 

where Vc!X,E) is defined by Eq. (1.4) with"p = "pc. According 
to the conditions (1.5a) and (1.5b) 

lim tan Ze(X,E) 
x----+- 00 

= {(WI - 00) _ E)-1/2, 

0, 

ifw( - 00)< 00, 

ifw( - 00) = 00, 

and there exists XoE( - 00,00) such that 

tan Ze(X,E) > 0, if XE( - 00 ,xo). 

(2.9a) 

(2.9b) 

Denote limx __ 00 Ze(X,E) = ze( - 00 ,E) and choose Ze(X,E) 
so as 

Ze( - oo,E) 

= {arctan (w( - 00) _ E)-1/2, 

0, 

ifw( - 00)< 00, 

if w( - 00) = 00. 
(2.10) 

Equations (2.7) and (2.10) together with the requirement 
Pc > 0 define uniquely Pc = pe(X,E), Zc = Ze(X,E) as contin­
uous functions of x. It follows from Eqs. (1.1) and (2.7) that 

Z~ = cos2 Zc + (E - w(x))sin2 Zc' (2.11) 

It can be proved that there is just one solution Zc!X,E) of 
Eq. (2.11) satisfying (2.9b) and (2.10) and there can be estab­
lished a one-to-one correspondence between this function 
Zc!X,E) and the solution "pc!X,E) of Eq. (1.1) satisfying (1.5) 
and (1.6). The exact proof of this statement is based on a 
reconstruction off unctions "pc!X,E), "p~(X,E) by means of the 
Zc!X,E) satisfying (2.9b), (2.10), and (2.11) (for details see Ref. 
8) and on the asymptotic behavior of solutions of Eq. (1.1) 
with the considered w(x), E.5 

III. PHASE FUNCTIONS AND THE BSE PROBLEM 

The phase functions Z A , Z B' Z c defined in the previous 
section have a number of interesting properties. For in­
stance, Zc!X,E) is a montonically increasing function of the 
parameter EE( - 00, w) for any fixed XE( - 00, 00) and the 
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same is valid for ZA (X,E), ZB(X,E) if the chosen fixed x is posi­
tive. The proof can be carried out in analogy with that of 
Lemma A3 in Ref 2. Further, thezA' ZB' Zc are continuous 
functions of the parameter EE( - 00 ,wI for any fixed 
XE( - 00,(0). For ZA' ZB it follows from standard theorems 
about continuity of solutions of a differential equation with 
respect to the parameter? In the case of Zc it can be proved 
employing a procedure analogous to those used in Appendix 
A in Ref. 2. 

In this section we formulate two theorems which estab­
lish the connection between asymptotic properties of the 
functions ZA' ZB' Zc and the BSE problem. It is understood 
that Z4 , Z B' Zc correspond to the aforementioned cases A, B, 
C, respectively. 

Theorem 1: Let the parameter E and the potential w(x) 
in Eq. (1.1) have the properties P. Denote ZA(B,C)(oo,E) 
= limx~+ 00 ZA(B,C)(X,E). Then (1) ZA(B,C)(oo,E) is piecewise 

continuous and nondecreasing and it holds 

(A) ZA(oo,E» -1T/2, 

(B),(e) ZB(C)(oo,E»O. 

(2) 10 is a discontinuity point ofzA (B,C)( 00 ,E) iff Eis a BSE; 
then 

(3) Choose some EoE( - 00, wI. There exists an integer 
k>O such that 

(A) - 1T/2 + ktr<h ( 00 ,Eol < 1T /2 + k1T, 

(B),(e) k1T<ZB(C)(oo,Eo)«k + I)1T. 

Then (A) there are just k BSE less than or equal to Eo corre­
sponding to even BSF, (B) there are just k BSE less than or 
equal to Eo corresponding to odd BSF, (e) there are just k 
BSE less than or equal to Eo. • 

Thus, were the functions Z A ( 00 ,E) and Z B ( 00 ,E), respec­
tively, the function zc! 00 ,E), reconstructed in the interval 
( - 00, w) and their discontinuities found, all the BSE less 
than w would be determined. However, mostly we are not 
able to find the functions ZA' ZB' Zc analytically and in nu­
merical calculations we are not able to reconstruct 
ZA (B,C) (00 ,E) exactly. The point is that the properties of 
Z A (B,C) ( 00 ,E) are signalled by the behavior of Z A (B,C) (Xo,E) with 
a sufficiently large but finite Xo. 

Theorem 2: Let w(x), Eo in Eq. (1.1) have the properties 
P, and XE(O, (0) be such that w(x) - Eo> 0 for XE(X, (0). 

Choose some XoE(X, (0). Then the following statements are 
valid. 

(1) If 
(A) - 1T/2 + n1T<zA (Xo,Eo)<mr, 
(B),(e) n1T<zB(C) (Xo,Eo)«n + !)tT 

for some integer n>O, then (A) there are just n BSE in the 
interval ( - 00, Eo) belonging to even BSF, (B) there are just n 
BSE in ( - 00, Eo) belonging to odd BSF, (C) there are just n 
BSE in ( - 00, Eo). 

(2) If 
(A) ntT <ZA (Xo,Eo) < (n + ~)1T, 
(B), (e) (n + !)1T<ZB(q(Xo,Eo)«n + 1)11' 

for some integer n>O, then the same statements as in (1) are 
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valid with "n BSE" replaced by "n or (n + 1) BSE." 
(3) The BSE En' n = 1,2, ... , is localized within an inter­

valllt,xo = (EIt,xo' En,xo)' where 

(A) ZA (xo' En,xo) = (n - 1)11', 

Z A (xo,€ n,xo) = (n - ~)1T, 

(B),(C) ZB(C) (xo,En,xo ) = (n - ~)1T, 

ZB(C)(Xo,En,xo ) = n1T. 

(4) The length of any interval In,xo' n = 1,2, ... , decreases 
montonically to zero when X o- 00 • • 

The proofs of both theorems can be carried out in ana­
logy with those of Lemma 2.7 and Theorem 3.1 in Ref. 2. 

IV. SUMMARY AND CONCLUDING REMARKS 

(1) The conclusions resulting from Theorem 2 are quite 
analogous to those obtained in Ref. 2: Taking Xo sufficiently 
large and investigating the function Z A (B.C) (Xo,E) in the inter­
val ( - 00 ,Eo) intervals can be found, any of which contains 
just one BSE [corresponding to the BSF of the certain parity 
in the cases (A), (B)] smaller than Eo' Increasing Xo one can 
make the length of these "BSE intervals" small enough to 
obtain the BSE with a desired accuracy. 

(2) The phase function Zc discussed in the case of a gen­
eral nonsymmetric potential is defined by the boundary con­
dition (2.10) at the point x = - 00. In practical calculations 
one starts with the integration of Eq. (2.11) at some distant 
but finite point Xo < O. To do this one has to find the analytic 
asymptotic form of Zc!X,E) for x-+ - 00. It can be obtained 
by the help of standard theorems about the asymptotic be­
haviorofsolutionsofEq. (1.1)9 and usingEq. (2.8). The start­
ing point Xo and the starting value Zc!Xo,E) for the integration 
should be then chosen according to the asymptotic formulas 
and the intervals of their validity. 

(3) To be sure that using the function Zc determined by 
an asymptotic starting value one obtains the correct BSE 
intervals, one needs the corresponding solutions ofEq. (2.11) 
to be stable. Our numerical calculations show a high stability 
of these solutions. Theoretical aspects of this problem are 
under investigation. 

(4) In the case of a symmetric potential one can choose 
either the method using the functions Z A' Z B or that one em­
ploying the function ZC' Both methods are of the same effi­
ciency but using the former one need not carry out asympto­
tic estimates. 
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APPENDIX A: NUMERICAL RESULTS 

To illustrate the efficiency of the presented method for 
the BSE calculation we give some numerical results obtained 
with it in Tables I and II. 

Table I contains lower and upper bounds on BSE for the 
potential w(x) 
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TABLE I. The bounds on the BSE for the potential w(x) = Vo, if XE( - 00 ,0) and w(x) = - O.I/(x - xo), if XE(O, 00). For simplicity we write, e.g., 
0.644 246(:) instead ofg:::i::. 

Vo= 100. Vo= 0.5. 

Xo= - I. xo=-1. 

-E, 
0.2180230. 10- 2 

0.2180230 
0.265 7386. 10- 2 

0.2657388 
-E2 0.5828286. 10-3 0.644 246(:).10- 3 

- E3 0.2650564. 10- 3 0.283 438(~) . 10- 3 

- E. 0.150 8348 . 10-3 0.158 629(~). 10-3 

-E5 0.972 12(~b)' 10-' 0.101 2IS(!). 10-3 

- E6 0.678 255(~) . 10-' 0.70146(~~). 10-4 

- E, 0.499 98(~~) . 10-' 0.514 62g~) . 10-' 

- E8 0.383 764(~) . 10-' 0.393 58(~~) . 10-' 

-E. 0.303 816m· 10-' 0.310717(~).1O-4 

- EIO 0.246 478(~). 10-' 0.251 512(;) . 10-' 

- E" 0.203 962(~). 10-' 0.207 747(~) . 10-' 

- E'2 0.171 569(~). 10-' 0.174485(:) . 10-' 

-En 0.146 32(~~). 10-' 0.148 616(~)· 10-' 

- E,. 0.126 263(~) . 10-' 

- E'5 O. I 10 063(~) . 10-' 

- E'6 0.967 9(~i) . 10-5 

- EI7 0.857 85(~~) . 10-5 

- E,. O. 765 53(~~) . 10-5 

-E'9 0.687 3(~~) . 10- 5 

- €20 0.620 57(~i) . 10- 5 

w(x) = vo, ifxE( - 00,0), 
(AI) 

w(x) = - O.l/(x - xo), if XE(O, 00 ), 

where Vo> 0, Xo < 0 are constants. Potentials of this form are 
interesting for solid state physics. The potential defined by 
(AI) belongs to the class (C) discussed in the present paper. 
We give the bounds on the BSE in the following three cases: 

(1) Vo = 100, Xo = - 1, 

(2) Vo=0.5, xo= -1, 

(3) Vo = 100, Xo = - 50. 

As mentioned in Sec. I, the phase function method dis­
cussed in the present paper is an extension of the method 
treated in Ref. 2 which applies to a three-dimensional central 
problem. In such a case one has to solve the radial SE 

{~ + E _ I (I + 1) _ V(X)}tf(X,E) = 0 
dX2 X2 

TABLE II. The BSE for the central potential V (r) = - 400 exp( - r). I is 
the orbital quantum number, n is the order of the level for a given I. For 
simplicity we write, e.g., 52.143(~i) instead or;i:::~~i· 

Present work: the 
- €nl bounds on the BSE Ref. II Ref. 12 

- £50 
94.45168 94.457747 55 94.4577 94.4.5776 

-E6O 52.143(~i) 52.1435864 52.1436 

- E70 19.966(~) 19.966318 19.9663 

- E80 1.347 34(~) 1.3473 1.3467 

- E71 8.0833m) 8.08333 8.0833 

-En 0.204 318(~) 0.204 9 0.1841 

- E63 5.673 18(~) 5.673144 5.6729 

- ES4 14.851 4(~) 14.8514875 14.8515 

- Ess 1.297 Ol(~) 1.29699 1.2949 
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Vo = 100. 
xo= - 50. 

0.5492423 .10- 3 

0.5492427 
0.248 918(~). 10-3 

0.1429734. 10-3 

0.929031(~) ·10-' 
0.652 321(~). 10-' 
0.483 237(~). 10-' 
0.372 351(;) ·10-' 
0.295 699(~) . 10-' 
0.240 50(1~)· 10-' 
0.199 442(~) . 10-4 

for XE(O, 00), 1= 0,1,2, ... , with the boundary conditions 

tP(O,E) = tP( 00 ,E) = o. 
To find the BSE one can employ the phase function Z R (X,E) 
satisfying the equations 

z~ = (I + l)cos2 ZR + (I + 1)-I(E - V (x))sin2 ZR' 

ZR(O,E) = 0, 

Z~(O,E) = 1, 

where V(x) = 1(1 + I)/x2 + V(x). The bounds on BSEcan be 
obtained according to the prescription given for the case (B) 
discussed in the present paper (for details see, e.g., Refs. 2 
and 10). To give comparison with some recently reported 
BSE values ll •

12 we have calculated the bounds on the BSE 
for the three-dimensional central problem with the potential 

V(x) = - 400 exp( - x 2
). (A2) 

In Table II we show our calculated bounds on the BSE to­
gether with the results given in Refs. 11 and 12 for several 
values of I. Except for the case I = 0 we show the bounds on 
the highest BSE given in Ref. 11, some of which were consid­
ered unresolved owing to differences between the values pre­
sented in Ref. 11 and in Ref 12. It should be remarked that 
we did not encounter difficulties with energies lying near the 
continuum. 

APPENDIX B: THEOREMS ABOUT THE ASYMPTOTIC 
BEHAVIOR OF SOLUTIONS OF EQ. (1.1) 

Theorem Bl: Let w(x), E in Eq. (l.l) have the properties 
P. Then there exist positive constants K, X o' K, L, and a fun­
damental system of solutions tPl(X,E), tP2(X,E) ofEq. (1.1) such 
that for x > Xo 

ItPl(X,EJI>K exp(K x), (Bl) 
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I ¢2(X,€) I <L exp( - K x). (B2) 

• 
The proof of Theorem B I given below is sketched in Ref. 13 
and carried out in Ref. 5. In the rest of this appendix we 
assume € to be fixed (having the properties P ) and drop writ­
ing explicitly the €-dependence of the considered functions. 
We start with several auxiliary lemmas. 

Lemma Bl: Let w(x), € in Eq. (1.1) have the properties P. 
Then there exist K> 0, Xo > 0 such that for x > Xo 

w(x) - €>,r. (B3) 

• 
The proof follows directly from the properties P. 

Lemma B2: Let w(x), € in Eq. (1.1) have the properties P 
and K> 0, Xo> 0 be the same as in Lemma B 1. Consider the 
solutions U I , U2 ofEq. (1.1) such that 

uI(XO) = u;(xo) = 1, 
(B4) 

U; (xo) = u2(XO) = O. 

Then (1) U I' u2 are linearly independent; (2) for x> Xo the 
following inequalities are valid: 

ul(x»cosh K(X - xo), 
(B5) 

u2(x» [sinh K(X - Xo)]lK. 

• 
Proof (1) For the Wronskian of U\J U2 it holds 

W(u I ,u2)=I, which implies the linear independence of U\J 

U2• 

(2) Consider the solutions gl(x), g2(X) of the equation 

g" -,rg = 0 (B6) 

satisfying (B4) with uc~gl' U2-+g2. Then 

gl(x) = cosh K(X - xo), 
(B7) 

g2(X) = (11K) sinh K(X - xo). 

After some simple manipulations with Eqs. (1.1) and (B6) for 
x > Xo one finds 

gi (x)lg;{x) > Ui (x)lu;(x) > 0, (BS) 
for x > x o, i = 1,2. Integrating these inequalities and using 
(B7) one easily obtains (B5). 

Let us now consider functions F (x), G (x) defined by the 
following relations: 

F(x) = UI(X)lU2(x), 

G (x) = u; (x)lu; (x), 

(B9) 

(BlO) 

where! u I,U 2 j is the fundamental system of solutions of Eq. 
(1.1) introduced in Lemma B2. 
Lemma B3: Let F(x), G (x) be defined by Eqs. (B9), (BlO). 
Then there exists a constant a, 0 < a < 00, such that 

lim F(x) = lim G (x) = a, (BII) 
x~oo x~oo 

F(x»a, F'(x) <0, ifx>xo' (BI2) 

G(x)<a, G'(x»O, ifx>xo· (B13) 

• Proof The relations (BII)-(BI3) can be obtained using 
the relations (B9) and (B 10), by means of which theF (x), G (x) 
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are defined, and the properties of the functions u\(x), u2(x) 
for x >xo. 

Now we are ready to prove Theorem Bl. A general 
solution ¢ of Eq. (1.1) can be written in the form 

¢=Aul + CU2' 

where uI , U 2 are the same as in Lemma B2 and A, Care 
arbitrary constants. Let us consider solutions ¢I(X), ¢2(X) of 
the form 

¢i(X) = Aiul(x) + CiU2(X), i = 1,2, 

for which 
CIIA I # -a, 

C21A2 = - a, 

(BI4) 

(BI5) 

where a is defined by the relation (B 11). Then, it follows 
from Lemmas B2 and B3 that ¢I(X), ¢2(X) defined by (BI4) 
and (B15) satisfy (Bl) and (B2). 

Consider now the function v(x,€) defined by Eq. (1.4). 
We shall prove the following theorem. 

Theorem B2: Let w(x), € in Eq. (1.1) have the properties 
P and v(x) be defined by Eq. (1.4) for a solution ¢(x) of Eq. 
(1.1). Then there exists limx~oo v(x) = v( 00 ) and it holds 

v2(00)=(w(+ oo)-€)-I, if w(+ 00)< + 00, 

(BI6) 

v2
( 00 ) = 0, if w( + 00) = + 00. 

For a solution ¢(X)=¢I(X) of Eq. (Ll) satisfying (BI) the 
function v(x) is positive for sufficiently large x. For a solution 
¢(X)=¢2(X) satisfying (B2) the function v(x) is negative for 
sufficiently large x. 

• 
In the proof of Theorem B2 we shall need the following 

lemma. 
Lemma B4: Let ¢(x,€) be a solution of Eq. (1.1) with 

w(x), € having the properties P. Then for sufficiently large x 
the derivative ¢'(x) satisfies the condition ¢'(x)#O. 

• 
Proof Let xo, uI(x), u2(x) be the same as in Lemma B2. 

¢'(x) can be written in the form 

¢'(x) = Au; (x) + Cu; (x). 

For x> Xo it holds u; (x) > 0 and the above relation may be 
rewritten as 

¢'(x) = u;(x)[A [u;(x)lu;(x)] +Cj. (BI7) 

Then, using (B13) and (B17) one can obtain Lemma B4. 
Finally, let us prove Theorem B2. The function v(x) sat­

isfies the equation 

v' = 1 - (w - €)v2. (B1S) 

Using (BIS), Lemma B4, and the fact that w(x) is continuous 
for sufficiently large x, one can prove (BI6) in full analogy 
with the proof of Lemma 2.4 in Ref. 2. The last two state­
ments of Theorem B2 can be then obtained by the help of the 
relations (BI4) and (BI5), and Lemmas B2 and B3. 
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We are concerned with the theorem of Weinberg and Witten stating that a massless particle of 
helicity Ih I > ~ cannot be a carrier of a charge of an internal symmetry induced by a Lorentz 
covariant current and that for a massless field theory of Ih I > 1 a Lorentz covariant energy 
momentum tensor cannot be constructed. We complete the proof of the theorem, as that given by 
Weinberg and Witten it is inconclusive. We suggest how to evade the difficulties which arise as a 
consequence of this theorem. 

PACS numbers: 03.70. + k, 11.10. - z, 11.40.Dw, 11.30.Cp 

I. INTRODUCTION 

It has been known for a long time that the case of mass­
less particles of higher helicity causes some serious problems 
as far as the standard structure of the theory is concerned. 
The difficulties in constructing the energy-momentum ten­
sor for massless particles ofhelicity ~ were pointed out, e.g., 
as early as in 1966 by Bender and McCoy. 1 Recently a paper 
of Weinberg and Witten2 devoted to the problem of charges 
of massless particles elicited considerable interest among 
physicists and initiated a series of publications on these to­
pics. 3 This paper is also concerned with the "no go" theorem 
of Weinberg and Witten2 and consequences following from 
it. In this theorem it is asserted that a massless particle of 
helicity Ih I >! cannot be a carrier of a charge of an internal 
symmetry induced by a Lorentz covariant current and that 
for a massless field theory Ih I> 1 a Lorentz covariant energy 
momentum tensor cannot be constructed. The proof pre­
sented in Ref. 2 is inconclusive as was pointed out by Sudar­
shan and corroborated by Flato et al.3 in their study; the 
arguments presented in Ref. 3, however, neither prove nor 
disprove the statement. Our task, in this paper, will be on one 
hand to complete the proof of Ref. 2, and on the other hand 
to show how to evade the difficulties arising as a conse­
quence of this theorem. 

The setting for which the theorem is valid is the stan­
dard relativistically covariant local quantum field theory in a 
separable Hilbert space of positive definite metric. In parti­
cular, one assumes the spectral condition to be valid and one 
expects the fields as well as the one-particle states to be oper­
ator- or vector-valued distributions, respectively.4 We want 
to emphasize that the relativistic covariance, locality, posi­
tive definiteness of the metric in the Hilbert space as well as 
the existence of the one-particle states are crucial for the 
proof. 

The theorem is not true for gauge theories with indefin­
ite metric in the Hilbert space; it is, however, plausible that it 
is true for the domain of physical states with positive definite 
metric (see Kug03

). 

Surprisingly enough the theorem does not exclude the 
existence of global charges, Lorentz covariant generators of 
the internal and geometrical symmetries (translations, Lor-

0) Present address: Institute of Theoretical Physics, University of Gottingen, 
3400 Gottingen, Federal Republic of Germany. On leave of absence from 
the Institute of Theoretical Physics, University ofWroclaw, 50-205 Wro­
claw, Poland. 

entz transformations, dilatations, special conformal trans­
formations, supersymmetric charges). They cannot, how­
ever, be expressed for higher values of the helicity of the 
fields concerned as a three-dimensional integral over a time 
component of a currentjNO(x); in other words they are not 
so-called Noetherian charges for which the following for­
mula holds trues: 

BN = f d 3
xjNO(X); (1.1) 

here B N denotes a charge, N stands for any set of Lorentz 
(spinor or tensor) indices, and the current jNjt(X) 
(p = 0,1,2,3) is a Poincare covariant local field which is a 
locally conserved quantity, viz. 

(1.2) 

Of course, they may but do not need to exist. It is known, 
e.g., from the investigation of Refs. 6 that in electrOdynamics 
of photons and electrons the existence of an electric charge 
operator entails spontaneous breakdown of the Poincare 
symmetry of the theory as a consequence of the Gaussian 
law. This does not, however, apply to free fields for which all 
the before-mentioned global charges can be explicitly con­
structed as well-defined operators. Nevertheless, even in the 
free field case the theorem prevents the existence of currents 
satisfying (Ll) and (1.2). 

To resolve this problem the following observations are 
in order. 

First of all, the procedure proposed in Ref. 2 does not 
exclude for higher values of helicity of the fields concerned 
with the existence of Lorentz covariant currents which­
being the carriers of a charge-compulsory change the sign 
of the helicity while acting upon a one-particle state. This 
fact was observed by Sudarshan in his paper. 3 This effect 
seems at first glance to be in contradiction with the Coleman 
Mandula "no go" theorem 7 in the case of an interacting field 
theory. This does not need to be so, however, as (1) the 
change of a sign of helicity is related to a discrete symmetry 
(space reflection) to which the Coleman Mandula theorem 
does not apply; (2) the Coleman Mandula theorem was prov­
en only in case of massive particles; and (3) to preserve the 
locality of the fields we have to always combine two terms of 
opposite helicity. 

What is even more important is that the procedure of 
Ref. 2 does not exclude the existence of currents which are 
nonlocal or nonlocal and noncovariant with respect to the 
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Lorentz transformations. There can exist8 operator densi­
ties, sesquilinear in the creation and annihilation operators 
of massless particles with almost parallel momenta which 
yield finite, nonvanishing contribution when integrated over 
three-dimensional x-space. These densities, however, do not 
transform under the Lorentz transformation as the time 
component of a four-vector and are not local. Another, rath­
er natural, way out closer to the intuitions inherited from 
classical physics are currents constructed out of potentials of 
the fields rather than out of the fields themselves. It can be 
shown that such currents give rise, according to (1.1), to Lor­
entz covariant charges. These currents are also nonlocal al­
though they are locally conserved. 

II. THE METHOD OF WEINBERG AND WITTEN 

Following the method proposed by Weinberg and Wit­
tenZ we are going to investigate the properties of the matrix 
elements 

(1/J(p;h ),cPN(x)1/J'(p';h')) (2.1) 

for9 (p_p')z<O, where ¢(p;h) and ¢'(p',h') denote any 
massless one-particle states characterized by momentum p 
or p' (p2 = p'z = 0, Po>O, p~>O) and helicity h or h' = 0, 
±~, ± 1, ... , respectively, and cPN(x) is any translationally 

covariant quantum field whose Lorentz transformation 
properties are characterized by the tensor, spinor, or tensor­
spinor index N 4

, viz. 

U(A,a)cPN(x)U(A,a)+ = I (S -1)NMcPM(Ax + a). (2.2) 
M 

Here U (A,a) is a unitary operator representing in the Hilbert 
space the element of the Poincare group characterized by 
AeSL(2,C), i.e., A = (~g); ao - /3y = 1, a, /3, y,o-complex 
numbers and a=(aO,a l ,aZ,a3 ), al" = aI"' SNM = S(A )N M rep­
resents the same group element A in a space of dimension 
determined by the tensor character of the field (indicated by 
the index N), finally A ; = A (A ); is the four-dimensional 
Lorentz transformation corresponding to A. The reason for 
a careful examination of (2.1) is that, as far as the symmetries 
are concerned, the physically most interesting quantities like 
charges or currents which give rise to these charges have to 
exert a nontrivial action upon the one-particle Hilbert space. 
Should, e.g., a symmetry leave intact the one-particle states 
corresponding to a certain field, this would imply that the 
field itself is also invariant under these transformations. lo 

To start our considerations let us summarize the trans­
formation properties of the massless one-particle state 
¢( p;h ).11 Due to positive definite metric of the Hilbert space, 
we have 

U(A,O)¢(p;h) = ¢(Ap;h )expUhv) , (2.3) 

where v = v(A,p) = v is the so-called Wigner phase. The 
term exp I ihv) is a one-dimensional representation of an ele­
ment etA, p) of the little group E2 (two-dimensional Euclid­
ean motion) of the massless Poincare group representation. 
To define e(A,p) we have to first define the Wigner boost 
transformation [p]ESL(2,C). To this aim let us write 

~iI PI" PAiI=SA SB' A,B = 1,2, (2.4) 

where SA' A = 1,2, transform as spinor components. This is 
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possibleduetoPli >O,Pzi >0,PI2 = P2i' andpZ = O. In (2.4) 

(TO = (~ ~), (TI = (~ ~), 
~ = (0 - i) ~ = (1 0) . 

i 0' 0 -1 

From the multitude of boost transformations which trans­
form the pseudovector 

p = r(I,O,O,I) , r>O 

or 

A . _ z (1 0) z 
P AB - P 0 0 ' P =2r 

into a massless PI"' Ii = 0,1,2,3, or PAil = SA S B ' we choose 
one which best suits our goal (valid for Po + P3 i= 0) viz. 

( 

ISII ) -, 0 

[p1s C = P- . 
Sz SI P 

;~'~ 

(2.5) 

The inverse transformation reads 

[ ] _ I C _ ( I~ I ' 0) 
P B- _.25;", ~ . 

P ISII P 

(2.6) 

With the help of (2.5) and (2.6) we may define 

e(A,p)=[Ap] -IA [p]EEz (2.7) 

which, for our special choice of boosting, reads 

e(A,p) = _1_ (:~\51 pZ~), 
ISIIIsd 0 S I 51 

where 

si-asl + /3sz, sz=ysl + Osz· 

It can be shown that its one-dimensional representation 

elihv) 

is linked to the (,.1,,A )-term (A = h + Ih I + 1) of the (2h + 1)­
dimensional triangle matrix representation i.Z1(lh I,O)(e- l ) of 
the inverse of the element e given by (2.7) by 

i.Z1(1h 1,0)(e-ILL< = eihv = ( a + /3 (sz/stl )2h. (2.8) 
, ja + /3 (sz/sl)j 

Let us examine the transformation properties of the 
expression (2.1). We find that in virtue of (2.2) and (2.3) 

(¢(p;h ),cPN(x)¢'(p';h ')) 

= (U(A,O)¢(p;h ),U(A,O)cPN(x)¢'(p';h ')) 

= exp! - i(hv(A,p) - h 'v(A,p'))) 

xI (S-I)NM(¢(Ap;h ),cPM(Ax)¢(Ap';h ')). (2.9) 
M 

Let us now, following Weinberg and Witten, take asA 
the three-dimensional rotation through the angle e around 
the axis pointing in the direction q, viz. 

. e e 3 . 
A = (To cos - + i sin - I (Tl cos (h ' 

2 2 j~ 1 

(2. lOa) 

Jan T. !Lopuszanski 3504 



                                                                                                                                    

cos A.,. = ± qj, J'-123 q-'I' - , " 0-
qo 

For such a transformation 

q=Aq 

and, in virtue of (2.5)-(2.7) and (2.10)-(2.11) we get 

liJllhl.O)(e-lb .• A =exp{ ±i8/2l, 

A = h + Ih 1+ 1, h = - !,!. 

(2.11) 

(2.12) 

This formula can be extended to an arbitrary half-integer h 
by using (2.8). 

Thus we infer from (2.12) that for A = A v appearing in 
(2.3) or (2.8) coincides up to the sign with the angle of rota­
tion 8, 8 = ± v(A,q). Again following Weinberg and Wit­
ten we may choose a special Lorentz frame of reference in 
which the momenta appearing.in (2.9) satisfy the relation 

p+p'=O, Po+po=2Ipl. (2.13) 

We may also choose as a Lorentz transformation in (2.9) the 
transformation A given by (2.10) taken for q = p; then 

8 = v(A,p) = - v(A,p'). (2.14) 

Moreover, due to (2.11) 

A p = p, A p' = p' . (2.15) 

Taking into account (2.13)-(2.15) we get from the relation 
(2.9) that 

¢N(p,p';h,h ') 

= exp{ - i(h + h ')8 l L (S-I)NM([JM(P,p';h,h') , 
M 

(2.16) 

where we used the shorthand notation 

([IN(X) is a spinor field and Ih + h'l #!, 

a vector field and I h + h 'I #0 or 1, 

a Rarita-Schwinger field and I h + h 'I #! or ~, 

(,p( p;h ),([IN(X),p'( p';h '))=([IN( p,p';h,h ')eilP - p')x . (2.17) 

Formula (2.16) is the main object of our investigation. In the 
next section we shall examine (2.16) for different kinds of 
fields and discuss conclusions drawn from it. In particular, 
we shall give the proof of the theorem of Weinberg and Wit­
ten2 somewhat extended by us. The crucial point will be that 
the right-hand side of(2.16) depends on 8 while the left-hand 
side does not. 

III. PROOF OF THE THEOREM OF WEINBERG AND 
WITTEN 

Let us examine Eq. (2.16) and the conclusions resulting 
from it. 

The simplest case is when field ([IN(X) is a scalar field, 
i.e., 

([IN(X)==¢ (x) . 

For this case Eq. (2.16) reduces to 

([J (p,p' ;h,h ') = exp [ - i(h + h ')8 l ([J (p,p' ;h,h ') , 

which implies for any Lorentz frame of reference 

([J(p,p';h,h')=O for Ih+h'I>O and (p_p,)2<0, 

in particular, 

(3. I) 

([J(p,p';h,h)=O for Ih 1>0 and (p_p,)2<0. (3.2) 

Forh + h' = Oandh #O,theexpression([J(p;p',h, - h )does 
not need to vanish. This means that there are scalar fields 
which may change the sign ofhelicity when applied to a one­
particle state; notice that this set of fields is not empty. 

In a similar way as in the case of scalar fields, it follows 
from (2.16) that ([IN(p,p',h,h') defined by (2.17) vanishes for 
(p - p')2 < 0, where 

a second rank tensor field and I h + h ' I # 0 or or 2. (3.3) 

We list here the main results shifting most of the computa­
tions to the Appendix. 

Weinberg and Witten claim that (3.1) or (3.3) imply the 
vanishing of these matrix elements also for (p - p'f = 0 by 
continuity. Unfortunately, their statement is incorrect as the 
continuity with respect to the particle momenta cannot be 
proven, which was pointed out by Sudarshan and Flato et 
aC What follows from (3. I) and (3.3) for sure is that 

([J(p,p';h,h') =g(p,p';h,h ')Dt>(n,n'), (3.4) 
where nand n' are unit vectors pointing in the direction p 
and p', respectively. t> (0,0') denotes the delta-function on the 
unit sphere and D is a polynomial in the angle derivatives of ° 
on the sphere. This expression when multiplied by 
exp { i( P - p') land integrated5 over x may yield a physically 
reasonable result. A neat examples is 

(Po-Pof ~( ') ixlp·-p). I I (3.5) 
/ 

u 0,0 e ,Po- P . 
(pOPO)1 2 
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In view of the relation 

lim J d 3X f(M) e - ixlp - p') (Po - Po) t>(n,n') 
R~", R 2poPo 

= 2~f(0)t>(p - p') , (3.6) 

this expression leads to a "charge" whose kernel on the one­
particle space is given by 

2pot>(p - p') . 

This is what one would expect from a genuine generator of 
an internal symmetry. 

Notice, however, that (3.5) does not transform under 
Lorentz transformations like the time component of a four­
vector (as required by the assertion of Weinberg and Witten) 
but as the fL = v = p = 0 component of a rank 3 tensor ([J J1.vp • 

This "wrong" connection between the transformation prop­
erties of charges and currents leading to form factors of the 
type (3.4) is a quite general feature. To make this plain let us 
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discuss the case where h = h ' and D = 1 in (3.4). It follows 
from the scale invariance of the Wigner phases [cf. relation 
(2.8)] and the fact that 

1 
--8(0,0') 
Pop~ 

is a Lorentz-invariant kernel that these form factors can be 
represented by 

(t/l( p,h ),<PN!,- t/l(p',h )) = TN!,- (p.A ) . (1 - A )(1 - A -I) 

X(8 (o,o')lPop~)· eix(P-p'l. (3.7) 

HereA = pVPo and TN!,- (p,;) is (for fixed;) a covariant ten­
sor satisfying the continuity equation p!'-T N/1 (p,; ) = o. Us­
ing relation (3.6) we thus obtain for the matrix elements of 
the corresponding charge the expression 

(t/l(p,h), BNt/l(p',h)) = (217/PO)3. TNo (p,I). 2Po8(p - p'). 
(3.8) 

But (1!P6)TNo ( p, 1) is clearly not a Lorentz-covariant tensor 
of type N. The generalization of this argument to the case 
D =1= 1 is technically tedious but ideologically straightfor­
ward. So we arrive at the following, somewhat extended ver­
sion of the theorem of Weinberg and Witten. 

Theorem: A massless particle of helicity h, Ih I 
> ~(j + k), cannot be a carrier of a Poincare covariant 
charge induced by a covariant current <P (j,k I(x) in a way indi­
cated in (1.1), wherej and k = O,!, 1" .. ,indicate the transfor­
mation character of the field with respect to the Lorentz 
group, 

Let us remark 12 that currents leading to form factors of 
the singular type (3.4) cannot be local. In local field theory it 
can be shown that any charge B N which is obtained5 from a 
local, covariant current <PN , /1 is covariant. Assuming that a 
dense set of single particle states is in the domain 13 of B N' this 
fact is, as we have seen, not compatible with a behavior of the 
currents as in (3.4). A more direct way of seeing that these 
currents are dislocalized is the following one: If one replaces 
fin relation (3.6) by a test function which is not spherically 
symmetric, then relation (3.6) no longer holds. Therefore, 
the matrix elements 

(t/lloc' <PNo(X'/T)t/l{oc) 
cannot be rapidly decreasing if Ixl tends to infinity, unless 
they are identically zero. This leads to the following result 
under the above mild domain assumptions. 

Corollary: In a local field theory one gets under the as­
sumptions of the previous theorem 

(t/l(p,h) , <p(j.kl(X)t/l(p;h)) = 0, 

Thus the "continuity assumption" of Weinberg and Witten 
is a consequence of locality. 

These results seem to be at first glance extremely re­
strictive and strange, as they hold true for each field irrespec­
tively of whether it interacts or not. On second thought, 
however, we conclude that the situation is not so dramatic; 
we are going to make things clearer in Sec. V. 

IV. OTHER CONCLUSIONS 

The theorem does not exclude the existence of nonlocal 
fields whose matrix elements (3.4) are concentrated on the 
light cone (p - p'f = O. In particular, all fields which satisfy 
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[ ... [ [<PN(X),PA1 ] PA2 ] ... PA,] = 0 , 

Aj = 0,1,2,3 , s - finite, integer> 0 (4.1) 

may have non vanishing matrix elements in the close neigh­
borhood of (p - p'f = O. The link between (3.4) and (4.1) is 
provided by the formula 

(1!n!).x" an8(x) = ( - 1)"8(x) . 

Every generator of an internal symmetry (i.e., a Poincare 
invariant operator), generators of translations P!,-, Lorentz 
generators 

M () iPxM -iPx M P + P 
/1V X = e /1V e =!,-v - x/1 v Xv /1, 

generator of dilations 

D(x)=D-XAPA' 

and special conformal transformations 

K!,- (x) = K/1 - 2(x/1D + xAM!'-A) + (2x!,-xVPv - x 2P/1) 

as well as the generators of the supersymmetry of the first 
and second kind, QB' Q it andSB,S it, respectively, fall into 
this class. According to O'Reifeartaigh's theorem,14 every 
generator of a group of finite order satisfies (4.1) provided we 
have one-particle states in the theory. 

For Ih + h'l =!, nontrivial spin or and Rarita­
Schwinger fields <PN(X) may exist; we call a field nontrivial 
when it does not satisfy relations like (3.4). Even then the 
spinor field <PN(X) = <PA (112,OI(x) has to satisfy the subsidiary 
conditions 

and 

pAB<PA (p,p';h,h') = 0 for h + h' = _1 
2 

(4.2a) 

p,AB<PA (p,p';h,h') = 0 for h + h' =!, (4.2b) 

Notice that these are not Weyl equations. Incidentally, rela­
tions (4.2) prevent the locally conserved current 

iCAB(X)=cAO<Pdx) , c=icr, (4.3) 

to give rise to a supersymmetric charge. The argument is 
based upon the fact that local conservation of (4.3) implies 
that <Pdx) satisfies the Weyl equation 

(4.4) 

More details can be found in the Appendix. Also the current 

iCAB(X) = aAB<Pdx) 
cannot be used as a supersymmetric current. Of course, the 
case where <PAis a free field 15 is trivially excluded. 

The Rarita-Schwinger field ¢ (1,1I21(X) [or ¢ (1I2,II(X)] is 
subject to similar restrictive conditions as (4.2). In the latter 
case, the supersymmetric charge induced by a current can be 
carried only by particles of h = 0, ±! or ± 1; this follows 
from the observations that the supersymmetric charge act­
ing on a one-particle state changes its helicity by ±!. For 
h> 1, only global supersymmetric generators, which cannot 
be presented in the form (1.1), may exist. 

For Ih + h'l = 1, the vector field ¢ %2,1121 = ~B V!'- has 
to be necessarily locally conserved when applied in the one­
particle Hilbert space. 

Let us finally look at the second rank tensor field ¢ ~~bD 
= ~C(7~D T/tv and concentrate upon the most interesting 

case h = h '= ± 1. Then, <P!'-v( p,p', ± 1, ± 1) = <P/1V is nec­
essarily locally conserved and traceless, viz. 
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<p1'1' =0. 
(4.5) 

If <P wv is skew symmetric then <P 1'1' and its dual <P 1'1' 
= (i/2)€I'1'K,t <P K,t satisfy all Maxwell equations and, conse­

quently, the d' Alembert equation. 
If <P 1'1' is skew symmetric and, in addition, self- or anti­

self-dual, viz. 

<PI'V = ± <PI'1' , 

then <P 1'1' = O. This was to be expected from the consider­
ations of the vector case; there we showed that <P %2, 112) = 0 
for Ih I >!; this should imply <P ~i?) = <P ~~) = 0 for Ih I > ~ 
too. 

The most interesting case of a symmetric tensor Tl'v is 
the case of the energy-momentum tensor SI'1" This tensor 
has to be locally conserved and can be made symmetric. 
However, not always can one remodel it so that its trace 
vanishes. If the examined field theory is dilatationally covar­
iant then either the fields have canonical dimensions and in 
consequence of that are free massless fields or the dimension 
is anomalous and we have to do with interacting fields 
which, however, do not admit particle interpretation. 16 In 
our presentation, the existence of massless one-particle 
states is explicitly assumed. This implies either a free, dilata­
tionally covariant, massless field theory or a theory of dilata­
tionally noncovariant interacting fields which admit mass­
less particle interpretation. In the first case, the 
energy-momentum tensor can be made traceless. In the lat­
ter case, the dilatation current 

1>1'(x)~S,tI'(x) (4.6) 

is no longer locally conserved and 

SI'I' (x) = al'1>1' (x):;60 . 

In our investigation we are interested in matrix elements 

(t/J(p;h ),SI')O)t/J'(p';h)), 

where t/J( p;h ) are massless one-particle states; in this case we 
may always find such SI'1' that (4.5) holds. 

Taking into account the considerations presented 
above, the following problem arises. Since for the massless 
particles with I hi> 1 an energy-momentum tensor cannot be 
constructed this implies that standard dilational, conformal 
as well as Lorentz transformation currents also do not exist. 
The standard dilational current is given by (4.6), the confor­
malone reads 

Kl'v(x) = X2SI'Y(x) - 2xv~S,tI'(x), 

where SI'1' is the locally conserved, symmetric and traceless 
energy-momentum tensor. 

We are going to show in the next section how to solve 
this dilemma. 

V. HOW TO EVADE THE DIFFICULTIES CREATED BY 
THE THEOREM OF WEINBERG AND WITTEN 

(i) The following example shows that there can exist 
local, Lorentz covariant, Hermitian currents which preserve 
the absolute value of the helicity but not the helicity itself. 
This fact was noticed earlier by Sudarshan.3 
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Let us examine the current. 

j,t(x) = i:[F J'V(a,tF I'~) - (a).Fl'v)F I'~ I :(x) , 

where F = - F is a free local massless tensor field; in IlV }.tv 

addition we require that FJ.tv is neither self- or antiself-dual 
andFJ.tv:;6( Fl'v)+, In thespinor notation of van derWaerden 
we have 

FABCD~U:;cuiD FI'Y = SABECD + ACDEAB , 

with 
SAB:;60, ACD :;60, (SAB)+ :;6AAB . 

As FJ.t1' is assumed to be a free local massless field, S AB as well 
as AAB can be separated into two Lorentz covariant parts, 
viz. 

SAB = S~1( - h) + (S~1(h))+, h = 1, 

AAB = (A ~1( - h))+ +A ~1(h), 

whereS~1( - h ), S~~(h ),A %( - h), andA ~1(h ) are linear 
in the creation operators. It is easy to see that the nonvanish­
ing contribution obtained from 

(tf;(p,h ),:FABCD ( F +)ABCD:t/J/( p';h ')) 

arises from terms 

S(J)( _ h )(A (2)(h))+ , A (1)( - h )(S(2)(h ))+ , 

A (2)(h )S(1)( - h)+ , 

and S(2)(h )(A (1)( - h ))+, i.e., terms with h = - h '. 
(ii) Another solution to the dilemma is to make use of 

currents which are noncovariant with respect to the Lorentz 
transformations. Besides the expressions of type (3.4) dis­
cussed before, there exists currents constructed out of poten­
tials of the fields rather than out of the fields themselves as 
customary in the traditional formalism of classical physics. 
These currents are locally conserved and give rise to Lorentz 
covariant charges which do not change momentum and heli­
city of a one-particle state; these currents are, however, non­
local. 

In a theory of a free local massless skew symmetric and 
self-dual field Fl'v the nonlocal and Lorentz noncovariant 
current 

J).(x) = i:[A l(a).A t) - (a,tA I)A t l:(x) 

yields a bonafide scalar charge. Here l
? 

FOj = ao Aj , i,j = 1,2,3 , 

Fij = a;Aj - ajA; , 

a;A; =0, Ao=O, DA; =0. 

A similar procedure can be applied in the theory of a 
free local massless self-dual field RK,tl'v of helicity 2 in con­
structing the energy-momentum tensor. The field RK,tJ.tv is 
linked to the Riemannian curvature tensor and to the linear­
ized Einstein gravitation. 18 The nonlocal and Lorentz non­
covariant energy-momentum tensor reads 

SI'1' = :! aJ.th K). a)hK,t)+ + al' (h K).)+ a"hK,t 

- 1]I'V (Ph K). a"hK,t J :(x) , 

where 1]1'1' = diag(l, - 1, - 1, - 1). This energy-momen­
tum tensor yields proper Lorentz covariant generators of the 
translations and other symmetries linked to the energy-mo­
mentum tensor. Here 
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R KAfly = - aK (afl hAY - ayhAfl ) + aA (aflhKy - ayhKfl ) . 

The potentials hflY are restricted by the following con­
straints: 

hflY = hYfl ' 

iCflYKA ~(aPh A" - a"h AP) 

= afl(aPh ~ - a"hyp
) - a,,(aPhfl " - a"hflP) , 

il"hflv = !ayh \ (de Donder gauge), 

DhflV = 0, 

hoo = hOj = O. 

The observations made above show that in field theory 
of massless particles we are forced to introduce into the the­
ory Lorentz noncovariant, gauge-dependent quantities like 
potentials in electromagnetism or metric tensor in linearized 
Einstein gravitation to preserve the notion of currents giving 
rise to conserved Lorentz covariant quantities. This observa­
tion is of a general nature as for each massless field of higher­
tensor character we may, in virtue of the Bianchi identities 
and the inverse of the Poincare lemma, introduce potentials. 
These potentials transform under the Lorentz transforma­
tion noncovariantly, in particular the polarization factor ac­
quires a phase exp 1 ihv(A, p) I. The current is constructed in 
such a way that it is a sesquilinear form in the potential. 
When we integrate this current over x the phases of the two 
potential operators cancel each other and we get a Lorentz 
covariant global change. 
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APPENDIX 

We give here some more information about the cases of 
spinor, vector and tensor fields. 

(i) Case of spinor field: <PN(X) = <P ~/2.01 or <P ~.1I21 
(B= 1,2). 

According to (2.16) in the special Lorentz frame of ref­
erence and for (p - p')2 < 0 we have [<PB stands here for 
<p~/2.01(p,p';h,h ') etc.] 

<PB = expl - i(h + h ')8 JlA -lIB C<Pc , 

<PiJ = expl - i(h + h ')fJ I IA -1)iJ C<Pc , 

which after taking into account (2.10) and arbitrariness of 
the angle () reduce to (4.2) and complex conjugate of it or 
yield <P A = <P iJ = 0 otherwise. 
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The relations (4.2) are Lorentz covariant and should 
hold in any frame of reference. 

(ii) Current CAB <Pc!x): We provefor h + h '=! that the 
current (4.3) does not give rise to a supersymmetric charge. 
In this case <PA satisfies simultaneously (4.2b) and (4.4). The 
solution to (4.2b) is 

<P A =). (p,p')P~ i 

and (4.4) implies 

pAB<PA =). (p,p/~Bp~i = 0 (AI) 

for any choice of P and p' when (p - p'f < O. In the special 
frame of reference, Po = p~ P = - p' (A 1) reads 

). (p,p')pdp22 + Pll) = 0, 

). (P,P')P21(P22 + Pll) = 0, 

which should be valid for any choice of p. Therefore, 
). (p,p/) = 0 consequently in any frame of reference 

<P A = 0 for (p - p/)2 < 0 

as has to be shown. 
(iii). Case of vector field: <PN(X) = VI' (x) 

= !(ufl )AB¢ %2,1121. This is the case considered in Ref. 2, ex­
cept that we are not going to assume at the start that it is a 
current. According to (2.16) we have [<PI' stands for 
<PI' (p,p';h,h ')] 

<Po = e - i(h + h'18<p0 , 

(A2) 
3 

<Pk = e - i(h + h '18 L R kil<PI' k = 1,2,3, 
I~ I 

where R is the three-dimensional rotation matrix corre­
sponding to (2.10) or 

<Pk = e-i1h+h'18{cos 8<Pk + (1 - cos 8)Pk PI <PI 
Po Po 

+sin8cklm PI <Pm} 
Po 

_ -i(h+h'18Pk PI A.. -e --'PI 
Po Po 

+ 1 -i(h+h'-1)8 {A.. Pk PI A.. . PI A.. } 2e 'Pk ---'PI -lcklm -'Pm 
Po Po Po 

+ 1 -i(h+h' + 118 {A.. Pk PI A.. + . PI A.. } 'i.e 'Pk ---'PI lCklm -'Pm . 
Po Po Po 

The only admissible cases are h + h I = 0, + 1 and - 1. For 
h + h I = 0 it follows from (A2) that <Po is arbitrary and 

<Pk = apk . 
If we require in addition that <PI' is a current we have in this 
special Lorentz frame of reference 

Pk<Pk = apkPk = 0, 
which implies for an arbitrary frame of reference that <PI' is 
symmetric with respect to the interchange ofp and p', viz. 

(PI' -PI' + P~ 
and therefore, is not a gradient of a scalar. 

For h + h I = ± 1 from (A2) follows <Po = 0 (A3a) 

<Pk = +icklm(PI/PO)<Pm . (A3b) 
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From (A3) follows immediately that CP,. is locally conserved. 

(p"-p''')CP,. = -2PkCPk =0. 
This conclusion is then true for any frame of reference. No­
tice that formula (A3b) does not imply that CPk = 0, since CPk 
is a complex number. With the notation 

CPk = Xk + iYk , Xk = Xk , Yk = Yk , 

we have 
XIYlp 

and 

XkXk = YkYk . 

For Ih + h'l > 1 and (p - p')2>0 we have <P,. = O. 
(iv) Case of tensor field: CPN(X) = T,.v(x) 

= l(u )AC(U )BDCP (1,1). In case of tensor fields the matrix 4,. v ABeD' 

elements for (p - p'f < 0 can be different from zero only if 
h + h ' = 0, ± 1 or ± 2. Let us concentrate upon the most 
interesting case h = h ' = ± 1. For h = h ' = 1 we have [ CP,.v 
stands for cP ,.v( p,p', 1, 1)] 

CPoo = 0 , (A4a) 

CPOk = CPkO = ° , (A4b) 

cP = l({jkm{jln _ i{jkm cos A. Ernl kl 4 'f'r 

- i{jln cos ifJsE'mk - cos ifJs cos ifJrE'mkE'nl 

- cos ifJk cos ifJl cos ifJm cos ifJn)CPmn , 

0= ({j km{jln + i8km cos ifJrE'nl 

+ i{jln cos ifJsE'mk - cos ifJs cos ifJrE'mkE'nl 

- cos ifJk cos ifJl cos ifJm cos ifJn)CPmn , 

o = ({j km cos ifJl cos ifJn + {jln cos ifJk cos ifJm 

- 2 cos ifJk cos ifJl cos ifJm cos ifJn)CPmn , 

0= (cos tPs cos ifJl cos ifJnE'mk 

+ cos ifJr cos ifJk cos ifJmE'n/)CPmn , 

CPkl = - (cos ifJk cos ifJl cos ifJm cos ifJn 

+ cos ifJs cos ifJrE'mkE'n/)CPmn , 

CP,.v = - CP",. 

and if it is either self- or antiself-dual, i.e., 

CP,.v = ± (i/2)E"vKAifJ KA , 
then 

<Pkl = ± iEklom cP om = 0. 

(A4c) 

(A4d) 

(A4e) 

(A4f) 

(A4g) 

Turning to an arbitrary tensor T,.v let us subtract (A4d) 
from (A4c), then 

CPkl = - (i/2)cos ifJr(E'm1ifJkm + E'mkifJm/) . 

From (A4g) follows 

COSifJk COSifJlCPkl = -cosifJm cosifJnCPmn =0. 
Using this relation as well as (A4e), viz. 

cos ifJl cos ifJn CPkn + cos ifJk cos ifJm cP ml = 0 , 
we get 

cos ifJn CPkn = cos tPn CPnk = 0 . 
Then (A4g) yields 

CPkl = - cos ifJs cos ifJrE'mkE'n1ifJmn . 

From that follows 

CPkk = o. 
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(AS) 

(A6) 

It is easy to see that (AS) together with (A4a) and (A4b) 
means 

(p - p'rcp,.v = (p - p')"CP,.v = 0 (A7) 

and (A6) 

CP",. = 0 (AS) 

Thus, CP,.v has to be locally conserved and traceless. 
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All the Zeldovich fluids of imbedding class one with nonvanishing Weyl tensor have been 
obtained by solving equations of continuity and equations of motion. All of them are found to be 
irrotational and therefore can be termed as self-gravitating fluids with pressure equal to energy 
density. 

PACS numbers: 04.20.Jb, 95.30.Sf. 98.80.Dr 

I. INTRODUCTION 

Barnes I has shown that a class one perfect fluid pos­
sesses at least one of the following properties: (i) conformal 
flatness. (ii) the flow is geodesic. and (iii) it admits a three­
dimensional group of isometries with two-dimensional 
space-like trajectories. All the solutions belonging to (i) and 
(ii) have been obtained by Stephani2 and Barnes. 1,3 However 
the solutions belonging to (iii) with non vanishing accelera­
tion vector (nongeodesic flow) and nonzero Weyl tensor. are 
quite rare. As far as the authors are aware. only one static 
solution of this kind is available. which has been discovered 
and rediscovered by many authors. 1,2,4-7 In the present arti­
cle the authors have obtained all the solutions belonging to 
(iii) considering the barotropic equation of state. pressure 
equal to energy density. The possible relevance of the equa­
tion of state pressure equal to the energy density has been 
discussed by a number of authors8

-
2o since it was first pro­

posed by Zeldovich.8 Jt is said to describe many useful situa­
tions such as radiation, relativistic degenerate Fermi gas, 
and uItracondensed baryon matter. 9,10 If, in addition. its mo­
tion is irrotational. then it has the same stress energy tensor 
as that of a zero rest mass scalar field or that of self-gravitat­
ing fluids with pressure equal to energy density. II Also these 
solutions are transformable to the solution of the Brans­
Dicke theory in vacuum. 12 

II. METRIC AND CLASS ONE CONDITIONS 

An appropriate metric admitting a three-parameter 
group of isometries with the two-dimensional trajectories 
r = const and t = const can be expressed as I 

ds2 = - A (r.t )d~ - B (r,t )ddl + C (r.t )dt 2. (2.1) 

where ddl is a two-dimensional metric with constant Gaus­
sian curvature K and can be written as 

(2.2) 

wheref(O) = sin 0. 0. sinh 0 for K = 1,0. and - 1. respec­
tively. In fact these cases correspond to spherical. plane. and 
hyperbolic symmetries. respectively. The metric (2.1) can be 
transformed to five simpler metrics using the well-known 
transformations21 

d~ = -A (r.t)d~ - ~ ddl + C(r,t)dt2. 

d~ = - A (r.t)d~ - ~ ddl + 2D (r,t )dr dt. 

(2.3) 

(2.4) 

a) On leave from Moti Lal Nehru Regional Engineering College, Allahabad, 
Uttar Pradesh, India. 

(2.5) 

ds2 = - f 2 ddl + C (r.f )dt 2 + 2D (r.f )dr dt. (2.6) 

ds2 = - A (r.f )d~ - h 2 ddl + C (r.f )dt 2. (2.7) 

where h is a constant. 
Now the necessary and sufficient conditions so that a 

metric of the type (2.1 )-(2.7) may be of imbedding class one 
are given as22 

Rl414 = (R1212R3434 - RI224R1334)1R2323' (2.8) 

provided R 2323 #0. excluding the case when HB" is merely a 
constant and the space-time is always of class one. The nec­
essary part of this result is due to Geonner23 and for sphericl 
case (K = 1) due to Eiesland. 24 The conditions (2.8) can also 
be written in terms of the energy momentum tensor in Kar­
markar's way.25 e.g., 

3F 2 + 817F(4n - T: - T1) 

+ 64~(Ti T! - T: T1) = 0. (2.9) 

where 

F= -R2323IB 2f2(O). (2.10) 

Further the Einstein field equations for perfect fluid distri­
bution are given by 

R; - !R8j = - (a + b )vivj + M; = - 81TT;, (2.11) 

a and b being 81T times the energy density and pressure, re­
spectively. Here Vi stands for the mean dynamical velocity 
vector, i.e .• the flow vector. 

Now in view of (2. 11), the condition (2.9) leads to 

(3F - a)(F - b ) = O. (2.12) 

The vanishing of the first factor gives a space-time with van­
ishing Weyl tensor, while the second factor when equated to 
zero gives a space-time with nonvanishing Weyl tensor. In 
the next section, the Zeldovich fluids for the later case, i.e., 

F= b, (2.13) 

will be determined by considering the alternative metrics 
(2.3)-(2.7). 

III. CLASS ONE ZELDOVICH FLUIDS WITH NONZERO 
WEYL TENSOR 

Because of (2.11), T; satisfies a conservation equation of 
the type 

Tj;i = 0, (3.1) 

where a semicolon indicates the covariant derivative. For the 
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perfect fluid case (2.11), (3.1) leads to the equation of contin­
uity 

aivi + (a + b)<1> = 0, (3.2) 

and to the equation of motion 

b.iViVk + (a + b )/\ - b.k = 0, (3.3) 

where <1> (= V;i) and vk ( = Vk;iVi) are the volume expansion 
and the acceleration vector, respectively, and where a com­
ma and a semicolon denote the ordinary and covariant de­
rivatives, respectively. 

Case (A ): The equations (3.2) and (3.3) with reference to 
the metric (2.3) and using Eq. (2.13) give rise, for a = b, to 

b" rb" + 3b' 
-- =0, (3.4) 
b' rb'+2b 

2b" r(2b'r+6b) b"- 2br 5b' 

b' (4b + b 'r)(b'r + 2b ) K - br 4b + b'r 

3b' + 2. = 0 (3.5) 
b 'r+ 2b r 

provided b '#0. The prime and dot indicate partial deriva­
tives with respect to "r" and "t," respectively. The expres­
sions for unknown metric potentials, flow vectors, and vorti­
city Wab are given as 

A = (K - br)-I, 

C = b .2r [(K - br)(b 'r + 2b)(b'r + 4b)] -I, 

Vi = - [(b 'r + 2b )(K - br)/2b jI12, 

v4 = [ b 'rb~ 4b] [(K - br~!'r + 2b) ]112, (3.6) 

v2 = v3 = 0, and Wab = 0 (hence implies irrotational flow). 
Equation (3.4) is easily integrable and gives 

b = ¢ (u)lr, (3.7) 

whereu = f G(t),G(t)beinganarbitraryfunction.Also¢of 
(3.7) is further restricted by (3.5) as follows: 

[u¢ + 2¢ ][K - ¢] = a = 2C + K2/2 (let), (3.8) 

where a and Care aribtrary constants and ¢ =d¢ /du. 
Equation (3.8) gives on integration the following expres-

sion: 

logpu4(¢ 2 - K¢ + a/2) 

K t -I ¢-K/2 
~ an ~' for C>O, 

K log ¢ - K /2 - V - C 
2~ - C ¢ - K /2 + V - C' 

for C <0, 

K 

¢-K/2 
for c=o. 

(3.9) 

Owing to (3.7) and (3.8), the contents of(3.6) can be expressed 
in terms of ¢ in a more informative form: 

A = (K - ¢ ) - I, C = ~!: [a(K - ¢ ) -I - 2¢], a> 0, 

Vi = _ [a - 2¢ (K - ¢ )] 112 

2¢ , 
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V4 = _a~[a-2¢(K-¢)]-lvl, 
rG 

v2 = v3 = O. (3.10) 

As is clear from (3.9), ¢ is occurring implicity and therefore 
the study of the fluid distributions (in general) is not that 
straightforward. However some conclusion can still be 
drawn, e.g., solutions in plane symmetry (K = 0) and hyper­
bolic symmetry (K = - 1) are not valid in the present case as 
the signature of the metric is disturbed. The signature could 
have been preserved provided ¢ < O. But this implies nega­
tive pressure (or energy density), which violates the energy 
condition 

TijuiJ>O 

and the Hawking-Penrose conditions26 

[Tij - ~ijT]uiJ>O. (3.11) 

The conditions (3.11) require positiveness of pressure (or en­
ergy density) for the present equation of state. The case with 
vanishing ¢ simply imply the flat space as Szekers27 has 
shown that there are no class one vacuum space-times. So 
the only valid solutions associated with the metric (2.3) are 
spherically symmetric. Some explicit solutions of this type 
can be obtained by considering C = - i"6, - -A, - -A, - 1 
and then solving quadratic, cubic, and biquadratic equations 
in ¢ so obtained from the second of(3.9). The equations (3.4) 
and (3.5) are not valid for b' = O. Therefore recalculations 
withA = A (r) give rise the following data as an alternative to 
(3.10): 

A =2/K, C=r, 

b =KI2r, K= 1, 
and nonvanishing acceleration components are given by 

VI = - 1/r, v4 = O. 

The volume expansion ¢ and shear (Tab are zero. 
Case (B ): The equation of continuity (3.2) and the equa­

tion of motion (3.3) for the metric (2.5), taking (2.13) into 
account for a = b, can be expressed as 

b" 3b' + b"t 
-- =0, 
b' 2b + b 't 

2b ' t (2b 't + 6b ) b .. + 2bt 

b' (4b+b·t)(b't+2b) bt 2-K 

5b' 

4b + b't 

3b' 2 
---+-=0, 
b 't + 2b t 

(3.12) 

(3.13) 

provided b' #0. We observe that (3.12) and (3.13) are exactly 
parallel to (3.4) and (3.5). The rest of the work for this case, 
can be carried out on the same footings as that of preceding 
case and we come across the following essential data: 

C=(¢-K)-I, A=t
2
F,2[/3(¢_K)-I+2¢]' /3>0, 

/3F2 

Vi = - (f3F /tF')rf3 + 2¢ (¢ - K)]-I U4, 

v4 = [/3 + 2¢ (¢ - K )] 1/2 W = O. 
2¢ 'ab 

b = ¢ (u)/t 2, u = tF(r), 

F (r) is an arbitrary function, (3.14) 
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where ifJ is given by 

[u¢ + 2ifJ][ifJ - K] = - /3, /3> 0. (3.15) 

Solution of(3.15) is exactly similar to those in (3.9). Contrary 
to case (A), the present case may have valid solutions corre­
sponding to K = ° (plane symmetric) and K = - 1 (hyper­
bolic) along with the spherically symmetric case (K = 1). 
Particular explicit solutions corresponding to K = ± 1 can 
be obtained by supposing the same values of the arbitrary 
constant as in case (A) (with ± sign). However for the plane 
symmetric case all the solutions can be obtained explicitly by 
puttingK = Oin the second solution of the analogous set and 
we get 

b = V(q2/t 4F
4 

- /3 /2), const q > 0. 

The continuity equation (3.12) and the equation of motion 
(3.13) become meaningless for b' = 0. So fresh calculations 
with C = C (t) give 

A = 1, C= (a 2/t 2 _K)-l, 

V1 =V2 =V3 =0, V4 = +(a2
/t2_K)-1/2, 

b=a2/t 4
, K=I,O,-1. 

Also the volume expansion ifJ, acceleration Vi' and shear 
(Jab are given as 

ifJ = (2/t)V(a2/t 2 -K) 

Vi = (0,0,0,0), 

The rest of the shear components are zero. 
The metric in this case admits a four parameter group of 

isometries with the trajectories t = const (see Ref. 1). The 
metric representing the above solution can be transformed 
by Tabensky form (for K = 0) (see Ref. 11) as 

ds2 = (l/4a 2 )(dT2 - dR 2) - TduZ, T= t
2 and R = 2ar. 

Letelier l5 has shown that the above metric has singularity at 
T = ° of semi-Kasner class. 
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Constraints on the nature of inertial motion arising from the universality 
of free fall and the conformal causal structure of space-time 
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According to the principle of the universality of free fall, the motions of all neutral monopole 
particles are governed by one common path structure. This principle does not, however, require 
the path structure to be geodesic; that is, the path structure need not be a projective structure. It is 
shown that any equation of motion structure (either a curve or a path structure) that has sufficient 
microisotropy to be compatible with the conformal causal structure of space-time must be 
geodesic and must be unique. Hence, the empirically well-supported principles of conformal 
causality and of the universality of free fall together require the existence of a unique Weyl 
structure on space-time. 

PACS numbers: 04.20.Me, 04.20.Cv, 02.40.Ky 

I. INTRODUCTION 

The transition from the kinematic to the dynamic anal­
ysis ofthe motions of bodies in space-time theories has tradi­
tionally been viewed to consist in the determination of a par­
ticular class of standard motions that are the free motions. 
The concept of force is then defined in terms of acceleration 
relative to the standard of no-acceleration provided by these 
free motions. This procedure is meaningful if and only if for 
each event of space-time and for every timelike direction at 
that event, there exists one and only one standard motion 
through that event. From a geometric viewpoint, the deter­
mination of the class of standard motions amounts to the 
determination of a path structure for the space-time mani­
fold. 

The problem of motion 1 concerns the nature of this 
transition. The controversy surrounding this problem has 
nurtured and given currency to a number of claims concern­
ing the status and meaning of the laws of inertia of the var­
ious space-time theories: the laws (1) are conventional in 
character, (2) are definitions, (3) are circular and without 
empirical content, and (4) postulate the existence offree par­
ticles or of inertial reference frames. 

Those who argue for the conventional and/or defini­
tional character of the laws mainly on epistemic grounds 
point out that the laws do not supply independent criteria of 
what is to count as force-free or natural motion. The only 
way of knowing when no forces act on a body is that it moves 
as a free particle along the geodesics of space-time. But how, 
without already knowing the geodesics (or the projective 
structure) of space-time, is it possible to determine which 
particles are free and which are not? And of course, to deter­
mine the projective structure of space-time it is necessary to 
use free particles. The circularity, they argue, cannot be 
avoided. 

Others have tried to define afree particle with respect to 
an inertial frame as a particle the motions of which satisfy 
the equation d 2X

a 
/ dt 2 = 0 in that frame. But how is one to 

determine what an inertial frame is? If an inertial frame is to 

be characterized as a frame in which the motion of a free 
particle would satisfy the equation d 2X

a 
/ dt 2 = 0, then the 

definition is obviously circular. Hence, Newton's first law is 
interpreted by some as the existence claim: there exist phys­
ical inertial frames in which the motions of free particles 
would be governed by the equation d 2X

a / dt 2 = o. There re­
mains, however, the lack of non circular physical criteria for 
identifying these frames. 

Those who argue for the conventional character of the 
laws of inertia from ontological considerations concerning 
the nature of space-time structure and/or for their relationa­
list character from a Leibnizian-Machian view of motion 
(the view according to which relative motion must be under­
stood as relative motion of bodies with respect to each other 
or with respect to material reference frames) advance the 
thesis that what counts as a standard of no-acceleration or 
free motion is not dictated by a physically real and causally 
efficacious inertial structure of space-time. 

In addition to its importance for the foundations of me­
chanics, the problem concerning free or natural motion has 
recently become a pressing issue within the particular con­
text of the constructive axiomatics for the general theory of 
relativity (GTR). One of the constructive axioms employed 
by Ehlers, Pirani, and Schild,2 the projective axiom, is a 
statement of the infinitesimal version of the law of inertia, 
the law of free (fall) motion which contains Newton's first 
law of motion as a special case in the absence of gravitation. 
The problem is how to introduce a class of preferred mo­
tions, that is, how to characterize that particular path struc­
ture that would govern the motions offree particles (neutral, 
spherically symmetric nonrotating test bodies) while avoid­
ing the circularity problem surrounding the notion of a free 
particle. 3 

In previous work,4,5 we have solved these difficulties. 
Our solution provides noncircular, empirical procedures for 
the identification of monopoles, for the separation of mono­
pole particles into distinct classes each of which corresponds 
to a particular path structure, for the measurement of these 
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path structures, and for the testing of a given path structure 
for geodesicity. We have also appropriately reformulated the 
laws of motion. This reformation is also briefly indicated 
below in Sec. II. 

In this paper, we prove that in a world in which causal 
relations are determined by a conformal structure, the only 
possible solution to the problem of motion is the solution we 
have given; that is, the standard, free motions are deter­
mined by a physically real projective structure and this pro­
jective structure must be unique. 

The nature and significance of the results of this paper 
are discussed in detail in Sec. II. Section III is devoted to a 
discussion of curve and path structures in general, of the 
relationship between them, and of the condition that any 
such field that governs the motions of neutral monopoles 
must satisfy to be compatible with the special theory of rela­
tivity (STR). In Sec. IV, it is proved that any curve structure 
that satisfies this compatibility condition must be geodesic. 
In Sec. V, the corresponding result for path structures is 
proved. Finally, in Sec. VI, it is proved that unless the projec­
tive structure of space-time is unique, there exists a subspace 
structure in some region of space-time. 

II. IMPLICATIONS FOR GEOMETRIC REALISM 

In this section, we discuss the implications that the 
theorems proved below have for the foundations of the gen­
eral theory of relativity (GTR). 

First, consider a world without fields, a space-time 
equipped with only a differential structure. In such a world, 
it is possible to define curves and paths (unparametrized 
curves) and their elements. However, there are no preferred 
curves or paths, and the motion of material bodies is not 
predictable. The simplest type of particles are monopole or 
unstructured particles. Experience indicates that the (four­
or three-) acceleration of a massive body cannot be freely 
chosen. In particular, a monopole particle is characterized 
by the fact that at any event on its world line, its (four- or 
three-) velocity at that event is sufficient to determine its 
(four- or three-) acceleration at that event. That there must 
exist additional, postdifferential structure to account for this 
phenomenon is evident from the inhomogeneous nature of 
the transformation laws for four-acceleration (3.3) and for 
three-acceleration (3.4). We are led to the following princi­
ple. 

The predictability o/motion (PM): Corresponding to ev­
ery type of massive monopole, there exists either an accelera­
tion field or a directing field which governs the motion of 
that type of particle. Directing fields correspond to a special 
subclass of acceleration fields. The specific relationship is 
detailed below in Sec. III E. 

It is evident that many different acceleration fields 
might exist and that the set of actually existing acceleration 
(or directing) fields need not exhibit any pattern of relation­
ships. However, the well-known example of the set of direct­
ing fields that govern the motions of monopoles which have 
various electromagnetic charge to mass ratios suggests that 
the contrary is the case. The notion of charge-to-mass ratios 
may be characterized in the following way.6 
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Definition 0/ charge to mass ratios: Suppose that the 
acceleration fields that are known to exist on space-time con­
stitute a parametrized family of the form 

a 

where U is a specific acceleration field, the Ka are four-force 
fields, and the Aa are scalars that are independent of the 
variables Xi and Y; . The parameters Aa are called charge-to­
mass ratios. In case every acceleration field in the family 
corresponds to a directing field, the directing fields form a 
parameterized family of the form 

a 

where W is the directing field and the Fa are three-force 
fields corresponding to the fields U and Ka. The acceleration 
field U (or the directing field W) determines the common 
zero for the charge-to-mass parameters Aa and governs the 
motions of neutral monopoles. Note that by definition, 
short-range forces are essentially zero except in a very small 
region surrounding a source; consequently, only charges, 
such as the electromagnetic charge, which couple to long­
range forces are of interest in the present context. 

A microsymmetry7 of an acceleration field or of a di­
recting field at an event p is a local diffeomorphism of a 
neighborhood of p which leaves p fixed and preserves the 
field at the event p. The set of microsymmetries at p forms 
the microsymmetry group at p. If the motions of monopoles 
are to be in accord with the principles of STR then at every 
event p of space-time, the field that governs the motions of 
neutral monopoles must be micro-Lorentz invariant and the 
force fields that couple to the various charges must be micro­
Lorentz covariant. Thus at each event p, the first-order part 
of the microsymmetry group of the field governing the mo­
tions of neutral monopoles must contain a subgroup that is 
isomorphic to the Lorentz group. The theorems presented in 
Sec. IV establish that any acceleration field that satisfies this 
condition of compatibility with STR must be geodesic. The 
corresponding theorems for directing fields are presented in 
Sec. V. 

An example of a one-parameter family of acceleration 
fields which does not correspond to a one-parameter family 
of directing fields is given by 

A ~ (Xi,1"; ) = - r JdXi)y{ r1 + AF J (Xi)y{ . (2.3) 

This family should be contrasted with the family (3.22) 
which corresponds to the directing field family (3.23). The 
acceleration field (2.3) gives rise to a directing field only for 
A = O. However, all acceleration fields that are presently 
known correspond to directing fields. Moreover, the three­
acceleration at a given event for a given three-velocity is the 
same for all neutral monopoles regardless of mass and re­
gardless of material composition. Since the only long-range 
charge known to exist is the electromagnetic charge, these 
observations can be formulated as follows. 

The universality of free fall (UFF): The set of all actually 
existing equation-of-motion structures for massive mono­
poles constitutes a one-parameter family of directing fields 
of the form 
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where W is a specific directing field and Q 1m is the electro­
magnetic charge-to-mass ratio. Since this principle asserts 
that gravitational charges do not exist, it has been called the 
principle of equivalence of gravitational and inertial mass or 
the weak principle of equivalence. However, the weak prin­
ciple of equivalence is frequently construed to require not 
only the uniqueness of the directing field W which governs 
the motions of neutral monopoles but also its geodesicity. 8 

This much stronger statement is formulated as the following 
principle. 

The geodesicity of free fall (GFF): The directing field W 
that governs the motions of all neutral monopoles is geodes­
ic. The principle UFF and the compatibility of the directing 
field Wwith STRjointly entail by the theorems of Sec. V the 
principle GFF. 

In our previous work, we have shown that directing 
fields can be measured given only access to the differential 
structure of space-time, that is, given only the ability to set 
up local coordinate systems and to track material bodies 
with respect to such coordinate systems. In contrast, accel­
eration fields can only be measured by much more compli­
cated and indirect means that require the prior measurement 
of other geometric structure fields. 9 The direct measurability 
of directing fields and the principles UFF and GFF account 
for the fact that directing fields playa much more prominent 
role in the foundations ofGTR than acceleration fields. For 
this reason, separate proofs have been provided in Sec. V for 
the theorems concerning directing fields even though it is 
possible from a purely mathematical viewpoint to rearrange 
the exposition so that these results follow as corollaries of the 
corresponding theorems for acceleration fields presented in 
Sec. IV. 

The principles UFF and GFF are empirically testable 
given access only to the differential structure of space-time 
because directing fields can be measured at least in principle 
on that basis alone. The principle UFF is falsified if two 
independent differences of three distinct directing fields are 
not constant multiples of each other. The principle GFF is 
falsified unless for every directing field E'~(Xi,t f) there exists 
some constant multiple of the difference field 
k (E'~ 2(Xi,t~) - E'~2(xi,tn) such that 

E'~(xi,tf) + k (E'~2(xi,tn - E'~2(Xi,tf)) (2.5) 

is geodesic. Note that a directing field can be tested for geo­
desicity simply by computing derivatives with respect to the 
variables t f· Such direct and elementary tests are difficult to 
perform and consequently have not yet been carried out. 
However, the principle UFF has been tested to very high 
precision by indirect experiments of the Eotvosz type. 10 

Also, given the theorems proved in this paper, the various 
experimental tests of STR are indirect tests of the principle 
GFF. 

Consider a world equipped with a two-parameter fam­
ily of acceleration fields of the form 

A ~ (Xi, Y; ) = - r Jk (Xi)y{ 11 + AS Jk (Xi)y{ 11 
+ (Q Im)( grsixi)Yt y; }I/2Fj(Xi)yf , (2.6) 
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where S Jk(Xi) is a tensor field. The parameter might, for ex­
ample, be a gravitational charge-to-mass ratio. All of the 
fields with zero electromagnetic charge-to-mass ratio are ge­
odesic. There is no reason to identify anyone of them as the 
field which governs free fall; that is, there is no unique zero 
for the parameter A. However, in Sec. VI, it is shown that 
such a state of affairs is in conflict with STR. First, any geo­
desic directing field (or projective structure) must satisfy a 
second-order condition of compatibility with the conformal 
causal structure of space-time for otherwise the material bo­
dies governed by the directing field can break the light bar­
rier. Moreover, if two projective structures exist in a region 
of space-time which differ throughout that region, then a 
non vanishing covector field, and hence a subspace structure, 
is defined throughout the region. Consequently, the projec­
tive structure of space-time must be unique, and hence there 
exists a unique Weyl structure on space-time determined by 
the conformal and projective structures of space-time. 11 

In summary, the empirically well-supported principle 
UFF asserts the existence of a unique directing field which 
governs the motions of neutral monopoles. The requirement 
that this field possess a sufficient degree of microisotropy to 
be compatible with STR forces this field to be geodesic. The 
requirement that massive bodies not break the light barrier 
ensures that this projective structure is compatible with the 
conformal causal structure of space-time and that these 
structures determine a Weyl structure. The additional re­
quirement that no subspace structure exist in any region of 
space-time entails the uniqueness of the projective structure 
and hence of the Weyl structure. Furthermore, it is not possi­
ble to avoid the requirement of geodesicity offree motion by 
appealing to more general types of acceleration fields that do 
not give rise to directing fields. 

These results motivate the following reformulation of 
Newton's laws of motion which we have discussed at length 
elsewhere. 12 

The law of inertia: There exists on space-time a unique 
projective structure n (or equivalently, a unique geodesic 
directing field n). Free motion is defined with reference to 
the projective structure n as follows. 

Definition offree motion: A possible or actual material 
body is in a state of free motion during any part of its history 
just in case the corresponding segment of its world line path 
is a solution path of the differential equation determined by 
the unique projective structure of space-time. The law of 
inertia and the definition offree motion together constitute a 
modern reformulation of Newton's first law of motion. New­
ton's second law of motion may be reformulated as follows. 

The law of motion: With respect to any coordinate sys­
tem, the world line path of a possible or actual material body 
satisfies an equation of the form 

m(t~ - n~(x\tf)) = Fa(xi,tf) , (2.7) 

where m is a scalar constant characteristic of the material 
body called its inertial mass and Fa(xi,t n is the three-force 
acting on the body. Note that the law of motion makes ex­
plicit use of the unique projective structure non space-time. 
The law of motion, therefore, depends ontologically on the 
law ofinertia; consequently, it is impossible to derive the law 
of inertia from the law of motion. 
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It was pointed out in the Introduction that the long­
standing difficulties surrounding the law of inertia led many 
authors to reject the physical reality of at least certain 
aspects of the geometry of space-time, most notably the pro­
jective structure of space-time. It is clear from the above 
discussion and from the analysis of directing field structures 
presented in our previous work that such a position is now 
untenable. Our results compel the adoption of a realist field 
ontology of the geometric structures of space-time. Weyl 
was an early and forceful proponent of this viewpoint. To 
emphasize the necessity for a physically real and causally 
efficacious inertial structure of space-time, a structure he 
called the guiding field, he devised the following paradox13

: 

Incidentally, without a world structure the concept of 
relative motion of several bodies has, as the postulate of 
general relativity shows, no more foundation than the 
concept of absolute motion of a single body. Let us ima­
gine the four-dimensional world as a mass of plasticine 
traversed by individual fibers, the world lines of materi­
al particles. Except for the condition that no two world 
lines intersect, their pattern may be arbitrarily given. 
The plasticine can then be continuously deformed so 
that not only one but all fibers become vertical straight 
lines. Thus no solution of the problem is possible as long 
as in adherence to the tendencies of Huyghens and 
Mach one disregards the structure of the world. But 
once the inertial structure of the world is accepted as 
the cause for the dynamical inequivalence of motions, 
we recognize clearly why the situation appeared so un­
satisfactory .... Hence the solution is attained as soon as 
we dare to acknowledge the inertial structure as a real 
thing that not only exerts effects upon matter but in 
tum suffers such effects. 

Let us analyze this example using the concept of the micro­
symmetry group of a geometric structure at an event p. Con­
sider a space-time manifold equipped only with a differentia­
ble structure, the plasticine of Weyl's example. Then all 
diffeomorphisms preserve this structure; consequently, the 
microsymmetry group at any event p is an infinite-param­
eter group isomorphic to the group of all invertible formal 
power series in four variables. Clearly, given an infinite num­
ber of parameters, one can straighten out an arbitrary pat­
tern of world lines (fibers) in the neighborhood of any event. 
In contrast, the active microsymmetry group of a projective 
structure at any event of space-time is a 20-parameter Lie 
group isomorphic to the group P~ (see Theorem 5.3). The 
fact that only a finite number of parameters are available 
prevents an arbitrary realignment of the world lines of mate­
rial bodies in the neighborhood of any given event. 

Weyl's plasticine example shows that the Leibnizian view 
of relative motion, namely the view according to which all 
motion must be defined as motion relative to bodies, is self­
defeating in GTR. The fact that a stationary, homogeneous 
elastic sphere will, when set in rotation, bulge at the equator 
and flatten at the poles is well known. According to Weyl, 
this phenomenon is to be accounted for in the following way. 
The complete physical system consisting of both the body 
and the local inertial-gravitational field is not the same in the 
two situations. The cause of the effect is the state of motion of 
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the body with respect to the local gravitational field and is 
not, indeed as Weyl's plasticine example shows cannot, be 
the state of motion of the body relative to other bodies. To 
attribute the effect as Einstein 14 and Mach did to the rotation 
of the body with respect to the other bodies in the universe is 
to endorse a remnant of the unjustified monopoly of the 
older body ontology, namely, the sovereign right of material 
bodies to play the role of physically real and acceptable caus­
al agents. 

III. THE GEOMETRY OF THE INERTIAL STRUCTURE 

Denote by M the n-dimensional, C ac manifold which 
represents space-time. A curve in M is a map r: R_M and a 
path in M is an equivalence class 5 = [y] of such maps any 
two of which are related by an invertible parameter transfor­
mation f.1: R_R For convenience, in the discussion of curve 
and path elements at some particular point pEM, attention is 
restricted to those curves which satisfy y(O) = P and to those 
parameter transformations which satisfy p(O) = O. 

A. Curve and path elements 

A curve element 15 of order kat pEM is an equivalence 
class j~y of curves through p which have the same Taylor 
expansion with respect to some (and hence every) coordinate 
chart (U,x)p up to and including order k at DER A path 
element of order k at pEM is an equivalence class of paths 
j;5 consisting of all paths corresponding to curves in j~y, 
where YE5' 

A second-order curve element j6 y has local coordi­
nates Y; and ~ called n-velocity and n-acceleration, respec­
tively, and given by 

. d. . d 2 . 
r'1 = d)' x'oy(O) , r'2 = d)' 2 x'oy(O). (3.1) 

A second-order path element j;5 has local coordinates 5 f 
and 5~ called (n - I)-velocity and (n - I)-acceleration, re­
spectively, and given by 

U dxUoy Iud 2x
u
oy I 51=-- ,52= . 

dxnor p (dxnorf p 

(3.2) 

Under a change of coordinate chart from (U,x)p to (O,x)p, the 
coordinates of j6 y transform according to 

yil = 1'Jy{, y~ = 1'jYi + 1'jkyft1 , 
and the coordinates of j;5 transform according to 

tf = (1'~ +1'p5f)l(X~ +1';5rl, 
t~ = (1'~5 f + 1'~,,5 f5f + 2X~5~ + 1'~n)l 

(1'~ +1';5rl2, 

(3.3) 

(3.4) 

- tf(1';5 f + 1';,,5 rtf + 2X~p5 f + 1'~n)l 
(1'~ +1';5rl2, 

where X = xox- 1
• 

B. The role of the inertial structure 

Although the transformation laws for J0. and 5 ~ are 
both linear, they are not homogeneous in the acceleration 
variables. Thus there does not exist a unique standard of zero 
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acceleration that is intrinsic to the differential topological 
structure of space-time. Moreover, even the difference of the 
accelerations of two bodies at the same space-time point has 
no absolute meaning unless their velocities happen to be the 
same. Hence, additional structure in the form of a geometric 
structure field called the inertial structure of space-time or 
the guiding field is required to provide the unique standard 
of zero acceleration. This field may be either an acceleration 
field or a directing field. 

c. Acceleration and directing fields 

Denote by .Y: (M) and .Yf (M) the bundles of first- and 
second-order curve elements and by fiJ I(M) and fiJ2(M) the 
bundles of first- and second-order path elements. In each 
case, the bundle of second-order elements can be regarded as 
a bundle over the corresponding bundle of first-order ele­
ments. 

An acceleration field 16 is a cross section A: 
L : (M)--+L f (M). Such a field is described in terms of local 
coordinates by functions A ~ (xi,Y;) which transform under a 
change of coordinate chart according to 

If j~ Y is a curve element at p with first-order part j6 y, then 
~ - A ~ (xi,Y;) transforms both linearly and homogeneous­
ly; consequently, there exists a coordinate independent zero 
for these relative n-accelerations. An acceleration field is 
called geodesic ifffor every pEM, there is some chart, (U,x)p, 
such that the functions A ~ (xi,Y;) vanish at p. A geodesic 
acceleration field (affine structure) is denoted by r and has 
the special functional form 

(3.6) 

An acceleration field A determines a curve structure onMby 
means of the differential equation 

d 2xioy . (. dxiOy ) ___ -AI xloy __ 
d;e - 2 'dA' 

(3.7) 

A directing field is a cross section E:DI(M) - D2(M). 
Such a field is described in terms of local coordinates by 
functions E~(Xi,sf) which transform under a change of co­
ordinate chart according to 

_ XU(xi)EP(Xi/;"U)+XU (xi)/;"P/;""+2X a (Xi)/;"p+XU (Xi) E a (X' Sa) = P 2 ,~ 1 per ~ 1 ~ 1 np!t 1 nn 

2 , I (X~(Xi) +X;(Xi)Sn2 

- U X; (xi)E {(Xi,S n + X;" (Xi)S fS f + 2X ~p (Xi)S f + X ~n (Xi) 

- S I (X~(Xi) +X;(Xi)Sn2 
(3.8) 

For a path element j~s with first-order part j~s, the relative 
(n - I)-accelerations ~ - E~(Xi,S f) transforms both linear­
lyand homogeneously; consequently, the zero for these rela­
tive (n - I)-accelerations is coordinate independent. A di­
recting field is called geodesic iff for every pEM, there is 
some chart (U,x)p, such that the functions E~(Xi,t f) vanish 
at p. A geodesic directing field (projective structure) is de­
noted by n and has the special functional form 

n~(xi,sf) = sf(n;,,(xi)s {'sf + 2n~p(xi)s (' + n~n(xi)) 
- (n~" (xi)t fS f + 2n ~p (xi)t (' + n ~n (Xi)) , 

(3.9) 

where the projective coefficients n Jk (Xi) are traceless so that 
n~n(xi) and n~p(xi) may be eliminated from (3.9). A direct­
ing field E determines a path structure on M by means of the 
differential equation 

-a '0 d 2xUoy (. dXuoy ) 
(dXn0y)2 =,:;;: 2 X y, dxnoy . (3.10) 

D. The inertial structure and free fall 
Either of the differential equations (3.7) and (3.10) can 

account for a kind of free-fall motion because it is always 
possible to choose a coordinate system, say (U,x)p, in which 
the fields A ~ (xi,Y;) and E"2(xi,tf) vanish at the given point p 
for the particular choice of n-velocity or (n - I)-velocity. 
Note that the same coordinate system will not necessarily 
work at a given point p for every choice of velocity; that is, 
the fields A and E need not be geodesic. 
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E. When an acceleration field determines a directing 
field 

A curve structure need not determine a path structure; 
however, to every path structure, there corresponds a family 
of curve structures. I? 

Theorem 3.1: An acceleration field A determines a di­
recting field E iff A is of the form 

(3.11) 

where Ci(Xi,Y;) does not contain a term proportional to Y; 
and 

Ci(Xi,J.Y;)=A2Ci(Xi'YI)' (3.12) 
Proof For convenience, suppress the dependence of the 

fields on the coordinates Xi. 
An acceleration field A determines a directing field E iff 

for every pEM, the (n - 1 I-acceleration t ~ determined by 
A ~ (Y; ) is the same as the (n - 1 I-acceleration determined by 
A ~ (A Y; );that is, S ~ depends only on t f. The formula for t ~ 
in terms of Y; and ~ is 

(3.13) 

Hence, the condition that A must satisfy may be stated as 

Y;A ~(~) - rfA ~(Y;) 

(Y;)3 

(A Y; )A ~ (A Y; ) - (A rf)A ~ (A Y; ) 
(AY; )3 

(3.14) 

Since, in general, n charts are required to cover the direction 
fibers, the condition (3.14) may be more precisely stated as 
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Y; [A £(Y;) - (lIA 2)A i(A~)] 

=r{[A~(~)-(lIA2)A~(Y;)] , (3.1S) 

for i=/:I It follows from the transformation law (3.S) that 

Ei(Y;)=Ai(Y;)-(lIA2)A~(AY;) (3.16) 

transforms according to 

Ei(Y;) =X; Ej(Y;). (3.17) 

The condition (3.1S) states that the wedge product 
r I 1\ E (Y; ) vanishes which is equivalent to the condition that 
E i(Y; ) is proportional to tl (see Ref. 18). 

An acceleration field A which satisfies (3.11) and (3.12) 
also satisfies (3.15) and hence determines a directing field B 
given by 

B~(sn = [11ca(~) - r1cn(~ )]/(11)3, (3.18) 

because the terms proportional to Y; drop out and (3.12) 
ensures that (3.18) depends only on sf. 

On the other hand, if an acceleration field A determines 
a directing field Band hence satisfies (3.1S), then any term of 
the form B (xi,Y; )y'; may be chosen arbitrarily and the term 
Ci(Xi,Y;) that does not contain a term proportional to Y; 
must satisfy 

~ [C j(Y;) - (lIA 2)C j(AY;)] 

= r{[ Ci(Y;) - (lIA 2)Ci(A~)] , 

for i=/:j. It follows that 

Ci(Y;) - (lIA 2)C i(AY;) = 0 

(3.19) 

(3.20) 

since the left side must be linearly dependent on Y; by (3.19) 
and yet by assumption cannot be a nonzero multiple of y'; . 

I 

where the coefficients 

n;k = r;k - [lI(n + 1)](8;rk + 8~rj) (3.24) 

satisfy 

n /k = 0 (3.2S) 

and determines the projective structure of space-time, and 
where the coefficients 

(3.26) 

determine the conformal structure of space-time. Since the 
factor [1 + f7n{3S f + 9'{3yS fs r] 1/2 is not polynomial in the 
variables sf, the directing field is clearly not geodesic. We 
have given more elaborate examples elsewhere.21 It is easy to 
show that the acceleration field (3.22) is C I but not C 2 at 
Y; =0. 

G. Compatibility with special relativity 

The essential features of the special theory of relativity 
are incorporated into the general theory of relativity by the 
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F. Acceleration fields which determine nongeodeslc 
directing fields 

It is important to emphasize that directing fields deter­
mined by acceleration fields A which satisfy the conditions 
(3.11) and (3.12) of Theorem 3.1 are not, in general, geodesic. 
Consider, however, the following well-known result. 19 

Theorem 3.2: If an acceleration field A satisfies the con­
ditions (3.11) and (3.12) of Theorem 3.1, and ifCi(xi,Y;) is C 2 

in the variables Y; , then the directing field determined by A is 
geodesic. 

Proof Differentiate (3.12) twice with respect to A and 
set A = 0 to obtain 

(3.21) 

from which geodesicity follows easily. 
On the other hand, it readily follows from (3.12) that 

C i(Xi, Y; ) must be C I in the variables Y; for all Y; . It turns out 
that important, physically relevant acceleration fields are 
C 00 in the variables Y; for all Y; except Y; = O. As a concrete 
example, consider the well-known one-parameter (Q 1m) 
family of acceleration fields20 

A~(Y;)=B(tdY; -r;krir'; +(Qlm)(grsY;~)II2F;ri, 

(3.22) 

where B:L : (M )-+R, g is a Riemannian metric on M, r is the 
corrresponding affine structure, Fj is the electromagnetic 
field tensor, Q is the electric charge, and m is the inertial 
mass. The directing field B determined by the acceleration 
field (3.22) is given by 

(3.23) 

requirement that at each point pEM, the microsymmetry 
group of the space-time metric is isomorphic to the Lorentz 
group, SO(l,n - 1). As a consequence of this requirement, 
derivative geometric structures, such as the conformal, af­
fine, and projective structures, have microsymmetry groups 
(at each point pEM) the first-order part of which contains a 
subgroup isomorphic to the group SO(l,n - 1). This obser­
vation motivates the following. 

Definition: A space-time geometric structure field is 
compatible with the special theory of relativity (STR) iff its 
microsymmetry group at each point pEM has a first-order 
part which contains a subgroup that is isomorphic to the 
group SO(l,n - 1). 

The inertial structure of space-time is a geometric struc­
ture field. It may be either an acceleration or a directing field. 
In Sec. IV and V, it will be shown that such fields that are 
compatible with STR must be geodesic. In each case, the 
general result is proved by considering in turn the four possi­
bilities for the first-order part of the microsymmetry group; 
namely, GL(n,R), SL(n,R), CO(l,n - 1), and SO(l,n - 1). 
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That only these four cases need to be considered follows 
from the fact that GL(n,R) is the direct product of the dila­
tion subgroup and SL(n,R) , and from the following two es­
tablished results. 

Theorem 3.3: The group SOt p,q) is a maximal subgroup 
ofSL(n,R). 

Remark: An analysis of the maximal subgroups of the 
classical groups has been given by Dynkin.22 Fortunately the 
particular case of interest is listed in a table in the book by 
Gilmore. 23 

Theorem 3.4: If G is a subgroup of SL(n,R) isomorphic 
to SOt p,q), then G is conjugate to SOt p,q). 

Proof The defining (p + q)-dimensional representation 
of SOt p,q) is both real and self-contragredient. It is easy to 
show that all tensor representations and the irreducible 
components of these representations are also real and self­
contragredient. The isomorphism D:SO(p,q)-GCSL(n,R) 
provides a real vector representation ofSO(p,q) which must 
be equivalent to an irreducible part of some tensor represen­
tation which is therefore self-contragredient. There exists a 
real symmetric bilinear invariant for the representation D 
which is unique up to a constant multiple.24 The signature of 
this metric must be p - q (or q - p), and the diagonalization 
procedure provides the coordinate transformation that maps 
each element of G into its conjugate in SOt p,q). 

IV. GEODESICITY OF STR COMPATIBLE 
ACCELERATION FIELDS 

The group of jets j; I of diffeomorphisms f M_M 
which satisfy I(p) = pis denoted byG pk. Ajet j~/EG~ with 
components (f/,Ij~) is a microsymmetry of an acceleration 
field A at pEM iff25 

A ; (f/y{) = I;A {(r't ) + Iji y{ r'{ . (4.1) 

For an infinitesimal microtransformation (8; + €F;,€Fjk)' 
the condition (4.1) becomes 

F k jAi (,)) FiAj('))+F i yj.J< j Y 1 2.k r 1 = j 2 r 1 jk 1 r 1 • (4.2) 

The following theorem sets an upper limit to the degree 
of microisotropy that an acceleration field can possess. 

Theorem 4.1: The microsymmetry group of an accelera­
tion field is a subgroup of G ~ that is isomorphic to a sub­
group of G ~ (GL(n,R)). 

Proof Write (4.1) as 

(4.3) 

Even if the field A ~ (Y1 ) is not C 2 in the variables 1"1 , the right 
side of (4.3) is C 2 since the left side is. Hence, the second­
order components Iji of a microsymmetry can be deter­
mined in terms of the field A and the first-order components 
1/ by differentiating (4.3) twice with respect to Y; and set­
ting Y; = o. 

The following well-known result shows that the maxi­
mal degree of microisotropy is attained by a geodesic accel­
eration field. 

Theorem 4.2: The microsymmetry group of a geodesic 
acceleration field is a subgroup of G ~ that is isomorphic to 
G~. 
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Proof Substitute (3.6) into (4.1) to obtain the microsym­
metry group element 

(f/,f:rj~ -r~J/ln· (4.4) 
Theorem 4.3: An acceleration field A which is at least C 1 

in the variables Y; and which has at every point p€M a mi­
crosymmetry group having a first-order part that contains 
the group of dilations is of the form 

(4.5) 

where B; and r)k depend only on p. 
Proof A microsymmetry which has a dilation for its 

first-order part has the form (A8j ,fji), where the ~i are de­
termined by A and the field A. The condition (4.1) gives in 
this special case 

AA;(Y;)=A;(AY;)- Ijiy{r'{. (4.6) 

Differentiating this equation with respect to A and then 
setting A = 0, one obtains 

A~(Y;)=AL(O)y(- ~/ji(O)Y{r'{. (4.7) 

Theorem 4.4: If the first-order part of the microsym­
metry group of an acceleration fieldA, which is at least C 1 in 
the variables y;, is isomorphic to either GL(n,R) or 
COt 1 ,n - 1), then A is geodesic. 

Proof Both GL(n,R) and CO(I,n - 1) contain the 
group of dilations. Hence the field A is given by (4.5). Togeth­
er (4.1) and (4.5) yield 

(4.8) 

and 

B~I/=I; B/. (4.9) 

From (4.9), it follows by Schur's lemma that 

B; =B8;. (4.10) 

A term like B8; may always be removed from A by a suitable 
change of parameter. 

Theorem 4.5: If the first-order part of the microsym­
metry group of an acceleration field A which is at least C 1 in 
the variables Y; is isomorphic to SL(n,R), then A is geodesic. 

Proof By Theorem 4.1, the microsymmetries of an ac­
celeration field A have the form (fj,S;k (f/)). In Appendix 
A, it is shown that for the case of a microsymmetry group 
isomorphic to SL(n,R), the second-order part Fj~ of an in­
finitesimal microsymmetry is given by 

F i Si SF' 
jk = jkr s' (4.11) 

where the S;k ~ depend only on the point pEM and have the 
specific form given by (AI6). Using a complete set of F/, 
namely, 

(F/)~ = 8~8; - (l/n)8;8~ , (4.12) 

one obtains from (4.2) 

y; A ~,,(Y;) - (l/n)8~r't A ~,a(Y;) 

= 8~ A ~(Y;) - (l/n)8~ A ;(Y1) + S;k~y{J1. (4.13) 

Define B i(Y; ) by 

A ~(Y;) = Bi(Y;) - R ;kY{r'{ . (4.14) 

Then (4.13) gives 
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(4.15) 

Next, define C i(,,;) by 

B i(,,;) = C i(,,;) + 2 [(n 2 + 1)!(n2 
- 1)] ,,; Ra 11 . 

(4.16) 
Then (4.15) gives 

y; C:,(,,;) - (1!n)8~I1C:a(";) 

= 8~CS(,,;) - (1!n)8~Ci(,,;) . (4.17) 

From (4.13), it is clear that A ~ (0) and hence B itO) and C itO) 
vanish. In (4.17), choose i = s =I r without summing to obtain 

y; C~,(,,;) = 0 (NO SUM). 

Hence provided y; =I 0, 

C~,(,,;) = o. 

(4.18) 

(4.19) 

However, C~, (JII ) is at least CO since A ~ (,,; ) is at least C I. 
Thus (4.19) holds for all ,,; ; consequently, C S(,,; ) depends at 
most on the Y; component of the n-velocity. For any fixed s, 
denoteY; byu ande S

(,,; )by flu). Thenchoosingi = s = rin 
(4.17) without summing, one obtains 

u df =f. (4.20) 
du 

Hence, flu) = ku, and 

CS(JII) = ks Y; (no sum). 

Then (4.17) gives 

Y;8~ k i - (1!n)8~ kiJII 

= 8~ ksY; - (1!n)8~ k i,,; (no sum) . 

Choosing i = r=ls, one obtains 

Y; k i = ks Y; (no sum). 

Hence ks is the same for all sand 

Ci(JII) = C,,; , 

(4.21) 

(4.22) 

(4.23) 

(4.24) 

where C depends only on pEM. Since such a term may al­
ways be removed from A by a suitable change of parameter, 
A is geodesic. 

Theorem 4.6: If the first-order part of the microsym­
metry group of an acceleration field A, which is at least C I in 
the variables";, is isomorphic to SO(p,q) [hence, in particu­
lar, to SO(I,n - 1)], then A is geodesic. 

Proof If an acceleration field A is a homogeneous qua­
dratic in the variables JII with respect to some coordinate 
system, then it is a homogeneous quadratic in the variables 
,,; with respect to any coordinate system, and is, moreover, 
geodesic. Since an active symmetry does not depend on the 
choice of coordinate system, the invariance condition (4.2) 
may be applied in that coordinate system in which the first­
order part of the microsymmetry group is SOt p,q) in its stan­
dard form (see Theorem 3.4). Then, for an infinitesimal 
SOt p,q) transformation 

(4.25) 
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Also, the second-order part of the infinitesimal microsym­
metry is given by 

FJ~ = (1!2!)SJ~ abFab , (4.26) 

where S Jk ab has the specific form (B22) derived in Appendix 
B where theR jk' Hi, and Vi depend only on the point pEM. 
The invariance condition (4.2) together with (4.25) and (4.26) 
yields 

(11 1/bk - 11 1/ak ) A ~,k (,,; ) + (1/ iaA ~ (JII ) - 1/ibA ~ (r'; ) 

+SiabJ.)c 0 Jk YI (I = . 

Define the field B i by 

A ~ (,,;) = B i(r'I) - R Jk Y{11 + (2/n) 1/im1/k,11 R ~J y{ 

(4.27) 

_ (n + l)(n - 2) [ J11Hi 2~ PH] 
n(n-1)(n+2) 1/JkYI I + IYI P 

+2 (n+ l)(n-2) [~1/' yJ.)cVi_,)ypv]. 
(n-1)(n+2) n Jk 1(1 rl I P 

(4.28) 

It follows from (B22), (4.27), and (4.28) that B i(JII ) satisfies 

(l11/bk - 111/ak )B :dr'l) + (1/ 'QB b(,,;) -1/lbB a(r';)) = O. 
(4.29) 

This condition is just the infinitesimal version of the invar­
iance condition 

(4.30) 

where AESO( p,q). 
For the following discussion, the summation conven­

tion is suspended. In (4.29), choose i = a =I b and relabel i-+r 
and a-+i to obtain 

B i = r'1 B~, _1/ii1/"Y; B~. (r=li). (4.31) 

Next, take a, b, and i all different in (4.29) and use the relabel­
ing a-+i and i-+r to obtain 

,,; 1/ssB ~s = Y; 1/iiB ~i , i=lr, i=ls, r=ls. (4.32) 

Then 

B ~i = 1/ii,,; 1/ssB ~slY; , i=lr, i=ls, r=ls. (4.33) 

Hence, (4.31) and (4.33) yield 

B i(JII) = r'1 H (,,; ) . (4.34) 

The summation convention is reinstated. Since B i(,,; ) is 
at least C 1 in the variables r'l' H (YI ) is at least C I in the 
variables"; for YI =10. The example, 

H(JII)=(1/JkY{11)m (O<m<!) , (4.35) 

shows that H (JII ) need not be C I at Y 1 = 0; however, that 
H(r'd is CO may be shown as follows. Let ui be any fixed 
nonzero vector. It is clear from (4.31) that B i(O) = O. The 
difference quotient for B i(Yi) at Y I = 0 in the direction u is 

B i(Au)! A = AU'H (Au)/ A = uiH (Au) . (4.36) 

Since B i(YI ) is C 1, 

ui lim H(Au) = ukBik(O). 
A--0 . 

(4.37) 

Clearly, B :k (0) = 8~ B, where B depends on pEM but is in­
dependent of u. Hence 
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limH(Au) =B. (4.38) 
,i--.() 

The field A is geodesic because a term such as (4.34) can 
always be eliminated by means of a suitable change of pa­
rameter and the other terms on the right side of(4.28) consti­
tute a homogeneous quadratic in the variables Y; . 
V. GEODESICITY OF STR COMPATIBLE DIRECTING 
FIELDS 

A jet j~ lEG ~ is a microsymmetry of a directing field E 
at pEMiff25 

-a i :. 1 P- 2 ~ 1 i :. 1 P- 2 :. 1 i:' 1 

( 
l a!;-i) la:;- P,!;-a)I"!;-i _ In:;- P(!;-a)la1: i 

.:: 2 ftt; = (ft t \ )3 

l a!;- j !;-kl n!;-i In !;- j£-kfa!;-i + jk:' 1:' 1 i ~ 1 - jk!:J 1 ~ 1 i!:J 1 

(fint; f 
(5.1) 

where the convention t 7 = 1 has been used in order to ex­
press the result in a compact form. For an infinitesimal mi­
crotransformation, the condition (5.1) becomes 

E~,p(tf)[ F :ti + F t - t f( F;t
y + F~)] + 2E~(tf)( F;ti + F n"] + E f(tf)[ F ptf - Fp] 

= F;ut ftf +2F~psf+ F:" -sf( F;usftf +2F:psf+ F~n]' (5.2) 

Theorem 5.1: Microtransformations of the form 
(8J,8jak + 8~aj) are microsymmetries for any directing field. 

Remark: The result follows easily from (5.1). Moreover, 

(fJ,O)(8J,Jj~) = (f/J:J/d (5.3) 

and since 

(85,}i~)(8j,85Ik + 8~J;) = (8;,}j~ + 8jlk + 8~J;), (5.4) 

attention may be restricted to microsymmetries (f/J: fj~ ) 
which satisfy fiZ = O. 

The subgroup of G ~ consisting of the elements of the 
form 

(aJ,aJa k + a~aj) 
is denoted by P~. This group is characteristic for geodesic 
directing fields. 

Theorem 5.3: A directing field is geodesic iff at every 
pEM its microsymmetry group is a subgroup of G; isomor­
phic to P~. 

Remark: This theorem is a combination of Theorem 5 
and Theorem 6 of Ref. 4. The directing field il is then given 
by (3.9) and its microsymmetries have the form 

(f/J:ilj~ - n :sl/I: + I/h + I~J;)· (5.5) 

Note that for this caSe 

fA i ili I-Hillirfs jk = jk - I rs j k, (5.6) 
which does satisfy IjZ = O. 

The degree of microisotropy exhibited by geodesic di­
recting fields is maximal for directing fields. 

Theorem 5.4: The microsymmetry group of a directing 
field E is a subgroup of G ~ that is isomorphic to a subgroup 
ofP~. 

Proof In Appendix C, it is shown that the traceless part 
FA of the second-order part F j~ of an infinitesimal micro­
symmetry of a directing field is determined by the first-order 
part F/ of the infinitesimal microsymmetry and by deriva­
tives of E~(Xi,t f) with respect to sf evaluated at t f = O. 

Theorem 5.5: If at every point pEM the first-order part 
of the microsymmetry group of a directing field E is isomor­
phic to GL(n,JR) or to CO(l,n - 1), then E is geodesic. 

Remark: This result follows from the fact that the 
group of dilations is a subgroup of both GL(n,JR) and 
COt J ,n - J); so that Theorem 6 of Ref. 4 applies. This 
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I 
theorem states that a directing field which admits at every 
pEM a microsymmetry j; fEG; with f/ = A8/ and A =I 1 is 
geodesic. 

Theorem 5.6: If at every pEAl the first-order part of the 
microsymmetry group of a directing field E is isomorphic to 
SL(n,R), then E is geodesic. 

Proof Decomposing (4.12) into the various possible in­
dex combinations, one obtains 

(F;'l; = 8:8~ - (lIn)8:8;, (F :)~ = - (l/n)8:, 

(Ft); =8:, (F;)~ =8~, (5.7) 

(F~); = - (lIn)8;, (F~)~ = - (n - 1)/n . 

The traceless second-order part of Fi~ is given by 
A. A. 

(Fj~)~ =Sj~~' (5.8) 

where Sjk~ is given by (A17). Then (5.2) splits up into four 
conditions corresponding to the choices (p,u), (p,n), (n,u), 
and (n,n) for the indices (r ,s). The simplest choice (r,s) = (p,n) 
gives 

A A A 

E~.p(Sf) = 8;(R ;vs n~ + 2R ~vs~ + R ~n) 

- 2R ~ps~ - 2R ~p + sf(2R ~pt~ + 2R ~p). 
(5.9) 

Define B a(t f) by 

A .A. .A. 

- (R:"t n ~ + 2R~"t r + R ~") . (5.10) 

Then (5.9) and (5.10) together give 

B;(tf) = O. (5.11) 

If the above procedure is repeated for the choice 
(r,s) = (p,u). one obtains 

tfB ':,,(5 f) - 8;B U(tf) - (l/n)8;Ba(sf) = O. (5.12) 

Hence 

(5.13) 

Consequently, the field E is geodesic. 
Theorem 5.7: Iffor every pEM the first-order part of the 

microsymmetry group of a directing field E is isomorphic to 
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SO(p,q) [hence, in particular, to SO(1,n - 1)], thenEis geo­
desic. 

Proof To show thatEis geodesic, it is sufficient to show 
that at any point pEA! and for any (n - 1 }-velocity s ~, the 
function E~(xi(p),sn is a cubic in the variables s~ of the 
form (3.9) because if E has that form in one coordinate sys­
tem, it will have that form in all coordinate systems. 26 Since 
an active microsymmetry is independent of the choice of 
coordinate system, the infinitesimal microinvariance condi­
tion (5.2) may be employed in the coordinate system in which 
the first-order part of the microsymmetry group is SOt p,q) 
in its standard form. An infinitesimal microtransformation 
is (£5; + EF/,EFj~)' where (4.25) and (4.26) hold. A complete 
set of such transformations is given by 

( Fjk t = £5/£5~ - £5{£5j . (5.14) 

Then (5.2), (5.14), (4.25), and (4.26) yield the constraints for 
(r,s) = (jl,v), 

E~,p(s~) [7JpJls r - 7J PvS t] - (7JaJlE~(s~) - 7JavE i(sf)) 
= sa JlVf;' Pf;' <7 + 2S a JlVf;' p + sa JlV pa ~. ~ • np ~. nn 

_f;'a[sn Jlvf;'P<7+2S n Jlvf;'p+sn JlV] 
~ 1 pu ~ 1 np ~ 1 nn , 

and for (r,s) = (jl,n), 

E~,p(sfJ[ 7JpJl + 5 fs f7Jnn] - 27Jnns fE~(sf) 

- 7Jnns f E i(s f) 
= sa Jlnf;' Pf;' <7 + 2S a Jlnf;' p + sa Jln 

pa ~ 1 ~ I np ~ 1 nn 

_f;'a[sn Jlnf;'pf;'<7+2S n Jlnf;'p+sn I-'n] 
~ • p<7 ~. ~ • np ~. nn . 

With reference to (4.28), define 

r;k =R;k -(l/n)7Jim[7JjlR~k +7JkIR~j] 

+ (n+l)(n-2) [7J.Hi+£5iH +£5i H] 
n(n _ l)(n + 2) Jk ] k k ] 

(5.15) 

(5.16) 

+ (n + l)(n - 2) [(2In)7J. Vi _ £5i V _ £5i V.] 
(n _ l)(n + 2) Jk ] k k ] ' 

(5.17) 

and define n;k by 

r;k =n;k + [l/(n+ 1)](£5;rk +£5~lj), (5.18) 

where n ~k = O. Then define the field B a(s f) by 

E~(sn = Ba(sf) + n~(sf), (5.19) 

where n~(sf) is given by (3.9). Then (5.15), (5.16), and (5.19) 
yield 

S r7JvPB fi(sf) - sr 7JI-'PBfl(sf) + 7JaI-'BV(sf) 

- 7JavB I-'(sf) = 0 (5.20) 

and 

(7JJlp + 7JnnS is f)Bfi(sf) = 7J nn(25 fBa(sf) - SfB Jl(sf)). 
(5.21) 

It is obvious that the terms involving S;k ab will drop out after 
the substitution (5.19) because they drop out in the accelera­
tion field case and because (5.1) is a direct consequence of 
(4.1) and (3.18). 

By means of the same argument used to derive (4.34) 
and (4.38), it follows from (5.21) that 

3522 J. Math. Phys., Vol. 25, No. 12, December 1984 

(5.22) 

whereH (sf) is COin the variables 5 f. From (5.21), it follows 
that 

7J JlPB fi(sf) = 7Jnn(25 rB a(sf) - sfB Jl(sf) 

+ 5 is fBfi(sf)). 

Hence, 

S f7J vPB fi(s a) - S r7J JlPB fi(sf) 

(5.23) 

= -7Jnnsf(s rBV(sf) - srB I-'(sf))· (5.24) 

Together (5.20) and (5.24) give 

7Jnnsf(s rB V(sf) - s rB I-'(sf)) 
= 7Jal-' B V(s f) - 7Jav B I"(s f) . (5.25) 

Then (5.22) and (5.25) yield 

7Jal-'s r H (s f) = 7Javs rH (s f) . (5.26) 

Consequently, H (s n = 0 and E is geodesic. 

VI. UNIQUENESS OF THE PROJECTIVE STRUCTURE 

In Sees. IV and V, it was proved that any equation of 
motion structure that has a sufficient degree of microiso­
tropy to be compatible with STR must be geodesic and hence 
must define a projective structure on space-time. In this sec­
tion, it is proved that such a structure must be unique for 
otherwise a subspace structure exists in some region of 
space-time. 

The causal structure of space-time is determined by a 
conformal structure which may be described locally by an 
equivalence class of metric tensors 

(6.1) 

This first-order structure determines a unique sequence of 
prolongations to arbitrarily high order. The second-order 
structure is characterized by the conformal coefficients·· 

( 1 /2 )( ';'i rs +,;,i rs it rs ) - n ujg grs,k ukg grs,j - gjkg g grs,t . 

(6.2) 

which satisfy K ~ = 0 and are independent of the choice of 
gauge ~:R4_R. 

The set of projective structures that are physically com­
patible with a given conformal structure is severely limited 
by the following theorem. 

Theorem 6.1: In order that it be impossible for a materi­
al body governed by a projective structure n to break the 
light barrier determined by a given conformal structure (6.1), 
it is necessary and sufficient that the projective coefficients 
n jk be given by 

n i K i 1 [ 1 (£ir £i r ) irr ] jk = jk + - -- Uj k + Uk j - gjkg r , 
n n + 1 

(6.3) 

where r k transforms as does the trace of an affine connec­
tion. Moreover, the projective and conformal structures 
then define a Weyl structure with an affine structure given 
by 
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rjk =lljk + [l/(n + 1)](8jrk +8~rj) 

= Kjk + (l/n)(8jrk + 8~Ij - gjkg"r,] . (6.4) 

Remark: This theorem was first proved by Ehlers, Pir­
ani, and Schild.2 A complementary geometric derivation of 
the compatibility condition has been presented in one of our 
previous papers.27 Note that (6.3) follows easily from (6.4). 

The following theorem shows that in the context of 
GTR it is not possible for two distinct projective structures 
to coexist on space-time. 

Theorem 6.2: Let II and 1I be two projective structures 
that are distinct throughout some region of space-time. Sup­
pose that both of these projective structures are compatible 
with the conformal causal structure of space-time in the 
sense that they both satisfy a relation of the form (6.3). Then, 
throughout the given region, there exists a subspace struc­
ture. Z8 

Proof From (6.3), it is evident that the only way that II 
and 1I can be distinct is to have 

(6.5) 

since K jk and gjkt' are common to both II and 1I. The sub­
space structure is defined by the covector field 

(6.6) 

which is nonvanishing throughout the given region. Note 
that if II and 1I are continuous and differ at an event p, they 
must differ throughout some open neighborhood of the 
event p. 
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APPENDIX A: SUBGROUPS OF G~ ISOMORPHIC TO 
SL(n,R) 

The Lie group G ~ is the set of all jets j~ I where 
fRn-+Rn is a diffeomorphism which satisfies 1(0) = 0 (see 
Ref 29). The Lie algebra Y ~ is spanned by (E I,E ~m) which 
satisfy the commutation relations 

[ . " ,. E(,Ed =8lEi -8iEl, 

[E (,E~m] = 8iE~m - 8~E r - 8rE i', (AI) 

For an acceleration field, the second-order part of a 
microsymmetry is a function of the first-order part 
(Theorem 4.1). Thus the microsymmetry group is isomor­
phic to a subgroup of G ~ which consists of elements of the 
form (I/,S jdl/)). From the group product for G ~, it fol­
lows that 

(A2) 

For the case in which the subgroup is isomorphic to the 
group G !, the function S jk (//) is given by the second part of 
(4.4). 

From (A2), Sjd8j) = 0; consequently, for infinitesimal 
group elements 

(A3) 
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The Lie algebra sl(n,R) of SL(n,R) C G! is spanned by 
A.. , 

E / = E f - (l/n)E:8/, (A4) 

which also satisfy 
A .A/ ,A/ lAo. 

[E(,Ed =8leE i -8iEIe· (A5) 

Moreover, 

[E I,E~m] = 8iE~m - 8iE r - 8';'EZ + (l/n)8jE~m. (A6) 

The generators of a subgroup of G ~ which is isomor­
phic to SL(n,R) have the form 

HA j_EA j IS' jEst 
,. - i + 2 st i r' (A7) 

where 

S;,: = O. (A8) 

The requirement that the generators H I satisfy the same 
commutation relations (A5) as the generators E I yields the 
constraint 

8;S ft~ - 8fS;t~ - 8{S;i~ + (l/n)8IS;,~ 
-8~S~t{ +8~S~t{ +8~S;k{ -(l/n)O~S;t{ 

= 8lS;t~ - 8iS;t~ . (A9) 

Contraction with respect to the indices i and r gives 

(n + l/n)S;t~ = 8;S:t~ + 8~S:s~ + 8~S~t~ 
- 8~S~t: - 8~S~k: + (l/n)8~S~,: . (AlO) 

The relation (A8) can also be obtained from (AlO) by con­
traction on k and I followed by contraction on rand s. 

Contraction of (A lO) with respect to rand s gives 

S:t~ = [n/(n - 1)]8~S:k~ - [l/(n - 1)]8~S:t~ . (All) 

Contraction of (All) with respect to t and I gives 

S:b% = (n + I)S~k~ . (AI2) 

Define 

R jk = [n/(nZ + 1)]S;k~ . (A13) 

Then, (A 1 0) and (A 11) give, after a relabeling of indices, 

Sjk~ = 8~ R}k - 8j R k' - 8~ R 57 + (l/n)8~ R jk 

Finally, set 

+ _n_(8j8~ + 8~8}) R:7 

n-l 

(AI4) 

R jk = R jk + [l/(n + 1)](85 Rk + 8~ Rj ), 

where R jk is traceless. Then 
(AI5) 

n
Z + 1 (8i £s £i £S) R + -Z-- jUk + UkUj , 

n - 1 

1 n
Z + 1 £S(£i R £i R ) ---2--u, Uj k +Uk j' 

n n -1 
(A16) 

Let S jk ~ be the part of S;k ~ that is traceless with respect to 
contraction on i and j. Then 

Sjk~ = 8~ R}k - 8} R ~7 - 8~ R j, + (l/n)O~ R jk . 
(AI7) 
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The above derivation shows that any solution of (A9) 
must have the form (AI6). That (AI6) is the general solution 
of (A9) may be proved by direct substitution. 

APPENDIX B: SUBGROUPS OF G~ ISOMORPHIC TO 
SO(p,q) 

Because of Theorem 3.4, it may be assumed without 
loss of generality that the first-order part of the subgroup of 
G ~ is sot p,q) in its standard form. Then, the generators of 
its Lie algebra are 

(BI) 

where 7]ij and 7]ij are diagonal and the diagonal entries 7]ii and 
7]ii are + 1 for l<i<p and - I for p + I<i<p + q. The Lie 
algebra of G ~ is spanned by (E I,E ~m) which satisfy the com­
mutation relations (AI). The L ij satisfy the commutation 
relations 

[L ij,L kl] = _ 7]ikL jI _ 7]jlL ik + 7]i1L jk + 7]jkL iI 

and 

[L ij,Ei:"] = (L ij)~E~m - (L ij)~E~m - (L ij)';'E~ , 

where 

(L ij); = 7]irtJj - 7]jrtJ~ . 

(B2) 

(B3) 

(B4) 

It follows from the argument presented at the beginning 
of Appendix A that the generators of a subgroup of G ~ 
which is isomorphic to SO(p,q) have the form 

H rs = L rs + 1 Si rsE jk 
2 Jk " 

(BS) 

The requirement that the H rs satisfy the commutation rela­
tions (B2) yields the system oflinear equations 

7]riS s ab _ 7]SiS r ab _ 7]aiS b rs + 7]biS a rs 
Jk Jk Jk Jk 

_ tJs7]rmSi ab + tJ.r7]smSi ab + tJb7]amSi rs 
J mk J mk J mk 

_ tJa7]bm Sirs _ tJs 7]rm S i ab + tJr 7]sm S i ab 
J mk k Jm k Jm 

+ tJb 7]ams i rs _ tJa 7]bms i rs 
k Jm k Jm 

= _7]raSjk Sb _7]sbSjk ra + 7]rbSj/a + 7]saSJk rb . (B6) 

The objective is to find the general solution of this linear, 
homogeneous system of equations. 

Define 

(B7) 

where 

and 

(BS) 

and 

Hi = 7]mPR:"p , Hi = 7]i1H1. (B9) 

Then define R Jk by 

R;k = R Jk + (n _ l~n + 2) [tJ; V k + tJi ~ - (2In)7]jk Vi] 

1 .. . 
----- [ojHk + tJ~Hj - (n + 1)7]jkH'] . 
(n - I)(n + 2) 

(BlO) 

Then both the horizontal and the vertical trace of R jk van­
ish. Also, define 

(BlI) 

By contraction on rand i, (B6) yields 

(n - I)SS ab + 7]. 7]smSI ab + 7] 7]smSI .ab Jk JI mk kl mJ 

= 7]saR Jk - 7]sbR ik + tJjSk ab + tJt S j ab 

+ tJa7]blR s _ tJb7]alR s + tJa 'YJblR S _ tJb 7]alR S J Ik J Ik k ., Ij k Ij • 

(BI2) 

A contraction on s and a in (BI2) gives 

S f bm+ sl bm+ Sib 7]j1 km 7] kl jm 7]j1 k 

£bV + £b V bmR 1 bmR 1 = Uj k Uk j - 7]j17] mk - 7]kl7] mj . (B13) 

From (B 13), it follows by contraction on j and b that 

(BI4) 

A double contraction of (B6) on i and j and on rand k 
yields 

(n - l)S/b = tJ~Sb - tJ~sa. (BIS) 

Together, (BI4) and (BIS) give 

Sk ab = [1/(n - I)](tJ%H b _ tJ%H a) - (tJ% V b _ tJ% V a). 

(BI6) 

Next, define 

S ab SI ab 
ijk = 7]i1 jk . (BI7) 

Then (B 12) becomes 

(n - I)Sijk ab + Sjki ab + Skij ab = Qijk ab , (BIS) 

Q ab £a R b £b R a + £a bm R 1 £b am R 1 + £a bm R 1 £b amR 1 
ijk = Ui jk - Ui jk Uj7]i17] mk - Uj7]i17] mk Uk 7]i17] mj - Uk 7]i17] mj 

+ [1/(n - 1)] [7]ij(tJ%H b - tJ%Ha) + 7]idtJiH b - oJHal] - [7]ij(tJ% V b - tJ% va) + 7]idtJi V b - tJ% va)] . 

(BI9) 

By cyclic permutation of the indices i, j, and k, a system of three equations for the "three" unknownsSijk ab, Sjki ab, andSkij ab is 
obtained, which may be solved to yield 

S ab_ n [Q ab_"!"(Q ab+Q ab)] 
ijk - (n + l)(n _ 2) ijk n jki kij . 

(B20) 

Substitution of (B 10) into (B 19) gives 
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ab a A b b A a a bm A I ~ b am RA I ~a bm RA I _ ~ b . am R I . 
Qijk = aiR jk - ai R jk + ajrJilrJ R mk - Uj rJilrJ mk + uk rJilrJ mj Uk rJ.lrJ m) 

+ (n + 1) ['I'I .. (aa H b _ abHa) + 'I'I.daaH b _ abHa) + rJ.dafH b - arH a)] 
(n-1)(n+2) 'II} k k ''') ) ) 

1 [(n2 _ 2)rJij(a% v b _ at va) + (n2 _ 2)rJik(aiv b - aJVa) 
(n - l)(n + 2) 

+ 2rJjd afV b - DrVa)] . (B21) 

If the factor n/(n + l)(n - 2) is absorbed into R Jk' then 

S i ab_'I'IiaRAb _'I'IibR a + (aa'l'lbm_Db'l'lam)R i + (Da'l'lbm_Db'l'lam)R i .-(lIn) jk - 'I jk 'I jk j'l j'l mk k'i k'i m) 

X [rJim(ai R ~k - DJ R ::'k + 0% R ~j - Dt R ::'j) + rJ iP ! rJjI(a% rJbm - at rJam) + rJkl(DirJbm - aJrJam) J R ~p 

+ ('I'Iia'l'lbm _ 'I'Iib'l'lam)('I'I. R I + '1'1 R I .)] + (n + l)(n - 2) [Di(aa H b _ ab H a) 
'I 'I '1 'I '1)1 mk 'Ikl m) n(n _ l)(n + 2) ) k k 

+ Di (DaH b _ abHa) + '1'1. ('I'IiaH b _ 'I'IibHa)] _ (n + l)(n - 2) [ai(aa Vb _ ab va) 
k ) ) 'I)k 'I 'I (n _ l)(n + 2) ) k k 

+ D~(aaV b _ abVa) _ ~ rJ'k(rJiaV b _rJibva)] . ) ) n) (B22) 

Provided that the factor absorbed into R}k is allowed for, this result is compatible with the definitions (B7) and (BlO), 

The above derivation shows that any solution of (B6) 
must have the form (B22). That (B22) is the general solution 
of (B6) may be proved by direct substitution. It is worth not­
ing that the H i terms, the V i terms, the R Jk terms with the 
factor lin and the R Jk terms without the factor lin sepa­
rately satisfy (B6). 

The solution (B22) is not valid for n = 2 because of the 
factor (n - 2) in the denominator of (B20). However, for 
n = 2 it is readily verified that 

i 01 i 10 R i Q jk = - Q jk = jk 

is the solution of (B6). 

APPENDIX C: ~ FOR A DIRECTING FIELD 
MICROSYMMETRY 

(B23) 

In this appendix, it is shown that the traceless part FJk 
of the second-order part FJk of an infinitesimal microsym­
metry of a directing field E is determined by E and the first­
order part F; of the microsymmetry. 

By virtue of Theorem 5.1 and the accompanying re­
mark, condition (5.2) gives 

where Ea(Sf) is the left side of(5.2). By differentiating (C1) 
with respect to t f repeatedly and then setting t f = 0, one 
obtains 

F~n = Ea(o) , 

2F~/3 - Dp F~n = E:B(O) , 
A A A 

Fpy - Dp F~y - D~ F~/3 = ~ E:Ba(O) , 

Dp F;b + 15; F~/3 + a~ Fpy = -! E:BYb(O). 

From (C2b), it follows that 
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(C2a) 

(C2b) 

(C2c) 

(C2d) 

F~n= -[lI(n+1)]E.~(0), (C3) 

F~/3 =! (E:B(O) - [ap/(n + 1)] E .~(O)). 
Similarly, (C2c) gives 

Fpn = -! [lI(n + 1)] E .~p(O), (C4) 

F py = ~ [E:By(O) - n:1 (apE.jp(O)+a;E.~p(O))] 
and (C4) gives 

F py = -HlI(n+l)lE.~yp(O). (C5) 

Since E a(t U is determined by t f, F;, and the field E, it 
follows that the F Jk are determined by the F J and the field 

'Our brief remarks on the problem of motion serve to place our present 
work in context. We have given a thorough analysis of the historical and 
philosophical aspects of this problem in R. A. Coleman and H. Korte, "A 
Realist Field Ontology of The Causal-Inertial Structure (The Refutation 
of Geometric Conventionalism)," University of Regina Preprint 1981, ex­
tended version 1984, 192 pp. 

2J. Ehlers, F. A. E. Pirani, and A. Schild, "The Geometry of Free Fall and 
Light Propagation," in General Relativity, Papers in Honor of J. L. Synge, 
edited by L. O'Raifeartaigh (Oxford U.P., Oxford, 1972), pp. 63-84. 

3J. Ehlers, "Survey of General Relativity Theory," in Relativity, Astrophys­
ics and Cosmology, edited by W. Israel (Reidel, Dordrecht, 1973), see p. 24. 

4R. A. Coleman and H. Korte, J. Math. Phys. 21, 1340 (1980) and 23,345 
(1982) (erratum). Aspects of this work were inspired by J. Ehlers and E. 
Kohler, J. Math. Phys. 18, 2014 (1977). Also, Theorems 2 and 3 of their 
paper are precursors of Theorems 5.5 and 5.6 of our present work. 

'See Part II of Ref. I. 
6See p. 173 of Ref. 1. 
7See Sec. 5 of Ref. 4. 
SR. H. Dicke, "Mach's Principle and Equivalence," in the Proceedings of 
the International School of Physics, "Enrico Fermi," Course XX, edited by 
C. Moller (Academic, New York, 1962), p. 16. 

9See p. 145 of Ref. 1. 
IOSeep. 7 of Ref. 3. 
"R. A. Coleman and H. Korte, J. Math. Phys. 22, 2598 (1981). 
12See p. 160 of Ref. 1. 
I3H. Weyl, Naturwissenschaften 12,197 (1924), p. 198, reproduced in Her-
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mann Weyl Gesammelte Abhandlungen, edited by K. Chandrasekharan 
(Springer, New York, 1968), Vol. II, pp. 478-485. H. Weyl, Philosophy of 
Mathematics and Natural Science (Atheneum, New York, 1963), p. 105. 

14A. Einstein, Ann. Phys. 49 (1916), English translation in The Principle of 
Relativity, edited by A. Sommerfeld (Dover, New York, 1952), pp. 112 
and 113. 

"See Ref. 4 for a detailed treatment of curve and path structures. 
16An acceleration field is also called a spray. See Appendix A, p. 418 ofW. 

Greub, S. Halperin, and R. Vanstone, Connections, Curvature and Coho­
mology (Academic, New York, 1972), Vol. I. 

l7 An acceleration field which satisfies the condition (3.12) has been called an 
affine spray in Ref. 16; however, this terminology is misleading since an 
affine spray need not be an affine structure. 

18S. Sternberg, Lectures on Differential Geometry (Prentice-Hall, Engle­
wood Cliffs, NJ, 1965), p. 15, Theorem 4.2. 

19R. Abraham and J. E. Marsden, Foundations of Mechanics (Benjamin! 
Cummings, Reading, MA 1978), p. 225. There is a tendency to assume 
that the acceleration field or spray is at least C 2 in the velocity variables. 
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fact that A ; (y; ) is not C 2 in the variables r\ is masked; however, then the 

Y; are not independent, and it is not permissible to set Y; = 0 for all i. 
21See p. 168 of Ref. 1. 
22E. B. Dynkin, Mat. Obsc. I, 39 (1952), English translation in Am. Math. 

Soc. Trans. Ser. 2 6, 245 (1957). 
23R. Gilmore, Lie Groups, Lie Algebras, and Some of Their Applications (Wi­

ley-Interscience, New York, 1974), p. 412. 
24M. Hamermesh, Group Theory and Its Applications to Physical Problems 

(Addison-Wesley, Reading, MA 1962), p. 136. 
25See Sec. 5 of Ref. 4. 
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27See Sec. 8 of Ref. 11. 
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R. A. Coleman and H. Korte 3526 



                                                                                                                                    

Axially symmetric gravitational radiation from isolated sources 
David W. Hobill8

) 

Equipe de Recherche Associee au Centre National de la Recherche Scientifique No. 533, Universite Paris VL 
Institut Henri Poincare, 75231 Paris Cedex 05, France 

(Received 2 August 1983; accepted for publication 25 April 1984) 

Asymptotically flat, dynamic, axially symmetric space-times are considered from the point of 
view of the characteristic initial value problem and the expansion of solutions in powers of r- I

• 

Imposing conditions such that the system initially be exactly static and nonradiative finally, a 
news function is constructed which governs the dynamics of such a space-time and which yields a 
finite, nonvanishing total loss of the Bondi mass. Furthermore, the Riemann tensor (to order r- 3

) 

is known explicitly for all time since an expression for the mass aspect is also determined. It is also 
shown that the total change in the asymptotic shear is related to the total change in the Bondi 
mass. Finally the implications concerning transitions between two exactly stationary states are 
discussed. 

PACS numbers: 04.30. + x, 02.40. + m 

I. INTRODUCTION 

The gravitational radiation emitted from an isolated 
source distribution in general relativity has been one of the 
most elusive of physical phenomena. This is true not only 
from the point of view of the experimentalists, who during 
the past two decades have been assembling sensitive devices 
which might eventually measure the minute changes in 
space-time due to the motions of astrophysical objects, but 
also from the point of view of the theoreticians, who during a 
period lasting over three times as long have searched for an 
equally evasive result: a means by which one could deter­
mine a solution to the Einstein field equations which would 
represent a dynamic, asymptotically flat space-time. Such a 
system is normally thought of as one for which there exists a 
body or a collection of bodies that are confined within a 
world tube of compact space-like extension for all time. 

Since, due to the complicated nature of the nonlineari­
ties presented by Einstein's equations, it is highly unlikely 
that an exact time-dependent, asymptotically flat solution 
will be obtained in the near future, a number of methods 
have been developed which treat different aspects of the field 
equations to varying degrees of approximation. Perturbation 
procedures which date from the inception of general relativi­
ty and the first attempts to make conclusions concerning 
gravitational radiation have evolved to an outstanding level 
of sophistication. Yet in spite of the intriguing mathematical 
paraphernalia that has been introduced, such as matched 
asymptotic expansions, regularization of point masses, 
curved-space wave operators, etc., a number of criticisms are 
waged against the validity of such approximation methods. 
For example, the assurance is still lacking that the tech­
niques using successive iterations, which are presently of a 
purely formal nature, do in fact produce expressions that 
converge to exact solutions of the field equations. Perturba­
tion calculations also rely upon expansions in terms of pa­
rameters whose values must be considered to be small in 

aj Present address: Department of Physics, Stevens Institute of Techno!ogy, 
Hoboken, New Jersey 07030. 

comparison to unity. As is often the case, interesting relativ­
istic effects become dominant when the values of these pa­
rameters are nearly equal to 1. In situations where one can­
not postulate a small expansion parameter other methods of 
obtaining solutions must be employed. Often the validity of 
the perturbation method is called into question since one 
cannot make precise statements concerning the errors asso­
ciated with the higher-order terms neglected in the approxi­
mation procedures. 

During the past twenty years or so, the description of 
gravitational radiation and asymptotic flatness based upon 
the analysis of the null or characteristic surfaces of a space­
time has led to a great understanding of the properties of the 
gravitational field in regions where the space-time closely 
resembles that of Mink ow ski space. While this method, first 
introduced by Bondi and his collaborators,1 has blossomed 
into a full-fledged and usefully descriptive theory, it avoids 
the difficulties associated with a description of the region 
immediately surrounding the sources of the gravitational 
field, where a host of unknown nonlinear effects are likely to 
occur. 

More recently numerical calculations performed on 
large-scale computers have been added to the armament of 
methods created to deal with the theoretical problems that 
must be overcome in order to gain a more complete under­
standing of the properties of gravitational radiation. The 
goals in this domain are by far the most ambitious since an 
"exact" description of both the behavior of the gravitational 
field and its sources is sought. However, still being in its 
infancy, many technical difficulties remain to be resolved 
before an unambiguous solution to the problems occurring 
in dynamic strong field, fast motion relativity is provided for 
by this method. 

From the point of view of the experimentalist who will 
eventually make a direct measurement of the changes in gra­
vitational curvature due to the propagation of disturbances 
emanating from a bounded source distribution, asymptotic 
procedures may not simply be last resort techniques to be 
applied in view of the lack of knowledge of general methods 
for determining dynamic solutions to the Einstein equations. 

3527 J. Math. Phys. 25 (12). December 1984 0022-2488/84/123527-11 $02.50 @ 1984 American Institute of Physics 3527 



                                                                                                                                    

Since a gravitational wave detector will most likely be locat­
ed at astronomical distances from any realistic emitter, the 
properties associated with the behavior of material sources 
will eventually have to be deduced from direct measure­
ments of the asymptotic Riemann tensor components. The 
measurements must therefore be correlated with what can be 
known theoretically about the asymptotic Riemann tensor. 
Whether or not the remote observer will ever, by purely gra­
vitational measurements alone, be able to distinguish 
between radiation emitted from concentrations of gravita­
tional curvature and compact distributions of matter has 
been called into question recently by the work of Lawitzky2 

who has demonstrated that dynamic exterior gravitational 
fields may have vacuum sources as well as different sources 
consisting of matter distributions. 

Asymptotics also have certain theoretical advantages. 
The first being that unambiguous definitions of such notions 
as energy loss, incoming radiation, stationarity, etc., can be 
introduced. Second, it has been demonstrated that if the re­
duced analytic initial data obey certain conditions, then the 
Bondi type expansions are in fact convergent to solutions of 
the Einstein equations. 3 These methods can therefore offer 
an exact description of the behavior of the gravitational field 
far from an isolated source distribution. 

The purpose of this paper then is to analyze the charac­
teristic initial value problem with a view toward obtaining 
explicit expressions which might lead to a convergent 
asymptotic series solution to Einstein's equations and from 
which the exact asymptotic properties of the Riemann ten­
sor may be discussed. In particular, the construction of a 
space-time which is permanently isolated and demonstrates 
certain physically reasonable behavior is considered. This 
task is quite formidable in its completely general form where 
there exist no Killing vector fields. Therefore, certain sym­
metry requirements will be imposed in order to simplify the 
field equations. However, the "highest" symmetry that per­
mits gravitational radiation from a permanently isolated sys­
tem is that of axial symmetry with one hypersurface orthog­
onal (rotational) Killing vector field. The imposition of any 
additional symmetries yields solutions which if permanently 
isolated are static and therefore nonradiative, or, if radiative, 
are not always confined to a limited three-dimensional re­
gion of spatial extent. These latter solutions include the 
plane and cylindrical wave solutions as well as the boost­
rotation symmetric solutions.4 

Therefore, the next section introduces a mathematical 
description of axially symmetric space-times convenient for 
the discussion of systems that undergo gravitational transi­
tions from one nonradiative state to another nonradiative 
state. After a brief review of previous attempts to understand 
the nature of permanently isolated dynamic axisymmetric 
systems, a method is presented in Sec. III that leads to the 
construction of a news function which yields a nonzero, fin­
ite mass loss associated with a system having no incoming 
radiation. Section IV is devoted to a discussion of some of the 
general properties of the news function as well as the higher­
order Bondi functions. Finally this paper concludes with 
some observations conceming the advantages and disadvan­
tages of the asymptotic techniques. 

3528 J. Math. Phys., Vol. 25, No. 12, December 1984 

II. AXIALLY SYMMETRIC SPACE-TIMES: AN 
ASYMPTOTIC DESCRIPTION 

A. General considerations 

The analysis ofthe asymptotic behavior of the gravita­
tional field associated with an insular radiating source distri­
bution commences with the formalism introduced by Bondi, 
van der Berg, and Metzner l who, using a suitably chosen 
coordinate system, were able to investigate the properties of 
the solutions of the Einstein field equations corresponding to 
axially symmetric isolated systems. Such space times with 
circular group orbits admit a hypersurface orthogonal Kill­
ing vector field that will be denoted by a/a¢. In order to 
describe the emission of gravitational waves, the coordinate 
variables are given as I xo, Xl, x 2

, x 3 J = I u, r, 8, ¢ J, where 8 
and ¢ are the polar and azimuthal angles, respectively, and u 
is the retarded time, labeling outgoing light cones, which is 
constant together with 8 and ¢ along a null geodesic. The 
radial coordinate r is chosen to be the luminosity distance, 
defined in such a manner that the area of the surfaces with 
constant rand u is equal to 41Tr. In this coordinate system, 
the line element satisfying the vacuum field equations takes 
the following form: 

ds2 = (Ve2f3 /r) du2 + 2 e2f3 du dr 

-r [e2Y(d8- Udu)2+e- 2Y sin2 8d¢2]. (2.1) 

The metric functions, V, U, /3, and yare functions of the 
coordinate variables r, u, and 8 and the condition that the 
solution be truly isolated requires that the functions be regu­
lar everywhere; in particular on the polar axis (8 = O,1T), i.e., 

V, /3, (U /sin 8), and (y/sin2 8) (2.2) 

are regular functions of cos 8 at cos 8 = ± 1. 
The known solutions of the field equations which exist 

and obey the regularity conditions are the static, asymptoti­
cally fiat, Weyl class of solutions. Known radiative solutions 
which can be explicitly given in terms of analytic functions 
are singular on the axis of symmetry and therefore cannot be 
considered as representing truly isolated systems. The best 
examples of exact solutions which represent radiative sys­
tems with known sources are the boost-rotation symmetric 
solutions,4 which include the Bonnor-Swaminarayan solu­
tionS and the C-metric. 6 Physically speaking, the extra boost 
symmetry requires that the sources undergo uniformly ac­
celerated motion along the polar axis. This may result, for 
example, from introducing stresses which extend to infinity 
along the axis or from locating an infinitely large mass infi­
nitely far away. Uniform acceleration is clearly an unphysi­
cal situation if it exists for all time. Hence solutions of such a 
nature are not considered to be permanently isolated. There­
fore, in what follows, it will be required that the conditions 
(2.2) must be satisfied for all retarded times u. 

Even for the case of axial symmetry, the field equations 
are extremely complicated, and since no exact time-depen­
dent asymptotically fiat solutions are known, one assumes 
that the metric functions may be expanded in terms of a 
series in powers of r- I and the vacuum field equations are 
then employed to determine the precise form of the develop­
ment in terms of certain functions of integration: 

David W. Hobill 3528 



                                                                                                                                    

r=C(u,0)r- 1+ [C(u,0)-ic3
] r- 3 

+ G (U, 0) r- 4 + 0 (r- 5 ), (2.3) 

{3 = - lc2r- 2 + 0 (r- 4
), (2.4) 

U = - (C,2 + 2c cot 0) r-2 + [2N(u, 0) + 3CC,2 

+ 4c2 cot 0] r- 3 + o (r- 4
), (2.5) 

V= r- 2M(u, 0) + [N,2 + Ncot 0 - ~2 - 4c,2 C cot 0 

- !c2
( 1 + 8 coe 0)] r- 1 + 0 (r- 2

), (2.6) 

and where 

4C,o = 2c2c,o + 2cM + N cot 0 - N.2, (2.7a) 

- 4G,o = C.22 + C,2 cot 0 + 2C(1 - 2 cot2 0) 

- 2(cN),2 - 6cN cot O. (2.7b) 

Here commas denote partial differentiation with respect to 
the appropriate coordinate variable. The three arbitrary 
functions of integration c(u, 0), M(u, 0), and N(u, 0) are 
connected by the following relations derived from the field 
equations: 

M,o = - c~o + MC,22 + 3C,2 cot 0 - 2c),o, (2.8) 

- 3N,o = M,2 + 3CC,02 + 4cc.o cot 0 + c,oc.2' (2.9) 

The structure of the field equations is such that the 
asymptotic initial value problem is posed in the following 
manner: it is necessary to give r(r, 0 ) on an outgoing null cone 
defined by u = const. Along a timelike cylinder located far 
from the sources (in the limit r ---+- 00) one must give c(u, 0 ), 
and at the intersection of the light cone with the cylinder, the 
angular dependence of M and N is given. Since the informa­
tion concerning the changes in the field is governed by 
c(u, 0), the name "news function" is normally given to the 
time derivative of this particular function. The function 
c(u, 0) is normally called the asymptotic shear, M (u, 0) the 
"mass aspect," and the other functions N,C, G, etc. will be 
called the "multipole aspects" for reasons which will be evi­
dent later in this discussion. Recently Friedrich3 has demon­
strated that analytic initial data posed on a light cone where 
u is finite does in fact lead to a convergent Bondi type expan­
sion. Since c(u, 0) must vanish on the axis like sin2 0, one 
introduces, in order to facilitate the calculations that are to 
follow,; the change of variable fL = cos 0 and the function 
g(u, fL) defined such that 

g(u, fL) = c(u, 0) = c(u, p) . (2.10) 
sin2 0 1 - p2 

Using these definitions the "Bondi supplementary con­
ditions" [Eqs. (2.8) and (2.9)] may be written as 

M= -.f(1-p2)2+H8i1-fL2)2]", (2.11) 

3N = (1 - p2)1/2[M' + (3gg' + gg')(1 - fL2) 

- 12ggfL( I - p2)]. (2.12) 

Hereafter in this work the symbol dot ( . ) and prime (') will 
denote partial differentiation with respect to the variables u 
and fL, respectively. 

In general the three functions g, M, and N will depend 
in a rather complicated manner upon u and p, and their 
physical significance will be rather obscure owing to the lack 
of knowledge of the behavior of the sources. However when 
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the system is time independent, the new free Bondi metric 
may be compared with the asymptotically flat static solu­
tions of the Weyl-Levi-Civita class. The only Weyl solution 
known to have an exact counterpart in the Bondi system is 
the Schwarzschild solution, the others being determined as 
an expansion in r- 1 where the coefficients are given in terms 
of multipole moments. If m, D, Q, and P are the monopole, 
dipole, quadrupole, and octopole moments, respectively, of a 
static axially symmetric distribution of energy defined such 
that all multipole moments higher than monopole vanish for 
the Schwarzschild solution, then the relationships between 
the first four moments occurring in the general Weyl solu­
tion and the Bondi functions are the following: 

M = m, N = (1 _fL2)1/2(D + mF'j, 

C = (1 - fL2mQ + DF' + !m(F'n 

~G = (1 - fL2) I(P- m2D)fL + (mQ - D2) (2.13) 

- !Q [F "(1 - fL2) - 6F'fL] 

- F'D [F"(1 - fL2) - 3F'fL] 

- !m(F')2[F"(1 - fL2) - 2F'fL]J, 

where F (,u) is an arbitrary function of fL. These are the most 
general news free static relationships that may occur. In this 
case g is independent of u and the asymptotic shear g = g(,u j 
is determined from a function F (,u) by 

(2.14) 

Since the Weyl multipole moments are simply con­
stants, (2.13) demonstrates that the "mass aspect" M (u. p), in 
the static case, is independent not only of u but of fL as well; it 
being exactly the mass monopole term. The higher-order 
Bondi functions are, in the time-independent case, seen to be 
closely related to the respective higher-order multipole mo­
ments. 

The function F (,u) expresses what is known as the super­
translation freedom that exists in defining the outgoing light 
cones by the parameterization u, i.e., 

u = u +F(,u). (2.15) 

The Bondi functions are determined (in the static case) exact­
ly by the Weyl multi poles when F (,u) = const. In other words 
a simple renumbering of the light cones does not affect the 
Bondi form of the Weyl metric. The condition that the static 
solution be free of asymptotic shear is expressed by the fact 
that g(,u) vanishes, in which case F is an arbitrary linear func­
tion ofp. 

In the general time-dependent situation, the simple re­
lationships (2.13) can no longer be fulfilled and one must 
integrate the evolution equations (2.7H2.9) with respect to 
time in order to determine the precise values of the higher­
order Bondi functions. The hierarchy of these equations is 
such that the evolution of each multipole aspect depends 
only upon the lower-order functions and that a specific solu­
tion up to order r - n is determined by the values that the n­
pole aspects take on the initial light cone. 

One now defines the Bondi mass as the average, over the 
sphere, of the mass aspect, 
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1 Sa" 1 JI m(u)=- M(u,B)sinBdB= - M(u,/L)d/L, 
2 0 2 -I 

(2.16) 

and this may be thought of as representing the total mass of 
the system as a function of the retarded time; an interpreta­
tion that is obvious when the system is static. Combining 
expression (2.16) with that of (2.11) and maintaining the re­
gularity conditions, one obtains the well-known result that 
the Bondi mass is a monotonically decreasing function of the 
retarded time since the second term on the right-hand side of 
(2.11) vanishes when integrated over the sphere 

m(u) = - 2. JI .f(u, /L)(1 -/L 2
) d/L. (2.17) 

2 -I 

Since one will eventually be interested in making a mea­
surement of the effects of the radiation emitted from a sys­
tem that undergoes a loss of its Bondi mass, the expressions 
for the asymptotic Riemann tensor components must be cal­
culated. Once again employing the 1/r expansion, the non­
vanishing components (to order r- 3

) are found to be 

Roo22 = - Roo33 = - ROl22 = ROl33 = R1l22 = - R1l33 

- g(1 -/L2
) r-

I + (!8""(1 _/L2
)1/2 

- 3g'/L - 2g)(1 -/L 2
) r- 2 + "', 

Rool2 = - RlO21 = - R 0233 = R I233 

= (1 _/L2 )1/2[ g'(1 -/L2
) - 4g/Ll r- 2 + "', 

Rooll = - R 2233 = - 2(M +gg(1 _/L2
)2) r-

3 + .... (2.18) 

In this paper, the point of view will be taken that the 
presence of nonzero coefficients appearing in the r- I and 
r- 2 terms of the Riemann tensor are indications of radiative 
and quasiradiative behavior, respectively. Therefore while 
g¥=O expresses the fact that the mass aspect is undergoing a 
change, g¥=O states that the Riemann tensor is able to mea­
sure the presence of radiation. 

B. Axially symmetric pulsed radiation 

Suppose now that there exists a system which exhibits 
some radiative behavior in the time interval uo < u < u I' Dur­
ing this period of time it will be assumed that there is a 
change in the mass aspect which requires also that the news 
function be nonvanishing. At retarded times u<.uo it will be 
assumed that the system is nonradiative; a situation which 
must be distinguished from one that is truly static. When a 
system is in a nonradiative state, it will be assumed that fol­
lowing conditions hold: 

g(U,fl) =g(u,/L) = M(u,/L) = o. (2.19) 

A truly static state on the other hand requires that not 
only are all of the Bondi functions independent of the time 
variable but that their angular dependence take on exactly 
the dependence given by comparison with the Weyl metric, 
i.e., Eqs. (2.13). The physical interpretation of systems that 
are nonstatic and nonradiative is a major outstanding prob­
lem. Though a system may have M = 0, that is not enough to 
guarantee that N, C, G, and the other high-order functions be 
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independent of u. A simple example (given originally by 
Bondi et al.) is a situation where a Schwarzschild mass 
moves with constant velocity along the axis of symmetry. In 
such a case N varies linearly with u, C is a quadratic function 
of u and all higher-order functions are also dependent upon 
u. Other uncommon situations can exist such as a system 
that is initially radiative without a mass loss [e.g., when 
u = Uo = 0 andg(u, /L) = 1!Jt) u2

]. Such systems still present 
problems concerning their physical interpretations. Com­
mencing with a static Weyl solution at u = Uo has the advan­
tage that one is certain that the Bondi expansion is truly 
convergent prior to the moment at which the dynamic be­
havior commences and that there are no ambiguities sur­
rounding the physical interpretation of the nonradiative 
state. However this requirement may be in fact too restric­
tive and may not be able to describe a large number of inter­
esting physical situations. 

If a pulse of radiation is to be produced, then for retard­
ed times later than u I conditions (2.19) must once again hold. 
In addition the imposition that the final state be static re­
quires that one integrate the evolution equations over the 
period of radiative behavior and that the final multi pole 
aspects in fact have the Weyl angular dependence. Since 
there are an infinite number of these equations and there 
exist no conservation laws for the coefficients appearing in 
the expansion of r beyond the r- 4 term,7 it then seems quite 
improbable that a news function can be constructed which 
governs the evolution between two exactly static states. 

Outside of the supertranslation freedom that one has in 
choosing the enumeration ofthe outgoing light cones, there 
exists also the freedom of performing conformal transforma­
tions of the sphere to itself, i.e., that lengths can undergo a 
conformal rescaling 

du =Kdu, 

which is equivalent to performing a Lorentz transformation 
where the system is given a constant velocity v, directed 
along the axis of symmetry. In this case K = x-I(I + v/L), 
where x = (I - V2)1/2, and the once static Bondi functions 
defined by choosing a particular F!Jt) become 

g = xg( 1 + v/L) - I = -!xF"!Jt)( I + v/L) - I, 

if = mx3(1 + V/L)-3, 

fir = (1 + /L2
)1/2 x 3 (n + mF' _ mvu). (2.20) 

(I + V/L)3 1+ v/L 

In this case one can easily interpret a particular nonstatic, 
nonradiative situation: that for which a nondynamic system 
moves with constant velocity along the polar axis. Clearly 
the angular dependence of M is not the Weyl dependence 
and integration of (2.12) yields a linear time dependence for 
N which in turn would lead to a quadratic time dependence 
for C(u,/L), etc. More general cases have been discussed by 
Bondi et al. I and Bonnor and Rotenberg8 where the first few 
Bondi functions do in fact obey the Weyl conditions initially 
and finally, but where at some higher order the functions 
exhibit a time dependence. How one would distinguish 
between fields which represent radiative "tails" or radiation 
reaction forces acting upon the higher-order multi poles 
without information concerning the actual source behavior 
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is in itself a very difficult question and, as yet, remains unan­
swered. 

In order that one maintain a certain ability to give a 
physical interpretation to the behavior of the gravitational 
field far from the source, the conformal factor K will be cho­
sen such that initially the mass aspect is given by the mass 
monopole and is therefore independent of u andJ.l. Since the 
initial data may be freely given, it will be assumed that the 
initial state of the system is exactly static and that all of the 
remaining Bondi functions take on their Weyl values. There­
fore the frame is fixed to be comoving with the initially static 
state, i.e., Vinitial = O. 

After the pulse of radiation has occurred, the mass 
monopole part may be left with a finite velocity vf with re­
spect to the frame fixed to the initially static configuration. 
In this case the total change in the mass aspect will be given 
by 

A very special situation would be that for which no "total 
radiation reaction force" occurs and the final expression for 
the mass aspect is also independent ofJ.l. In that case the total 
change in the mass aspect is equal to the total change in the 
Bondi mass 

(2.22) 

and integrating Eqs. (2.11) and (2.17) throughout the interval 
during which the radiative behavior occurs yields the follow­
ing relationship: 

- fUI i' dull - ft2)2 + ~ [( g(ud - g(uo))(1 - ft2j2] " 
Juo 2 

1 JI lUI = - - i'( 1 - ft2)2 du dft. 
2 -I Uo 

(2.23) 

It is this equation which will be used for the remainder 
of this paper in order to determine an expression for g( u, ft) 
that will serve as the starting point for constructing a space­
time which should yield a description of the gravitational 
radiation emitted from a permanently isolated system. 

III. CONSTRUCTION OF THE NEWS FUNCTION 

The problem of constructing an axially symmetric 
space-time that is truly isolated and, hopefully, significant 
physically resides in the determination of a function g(u, ft) 
which is regular and governs the dynamic evolution between 
two nonradiative states that has associated with it a finite 
loss of the Bondi mass. While g(u, ft) represents the part of 
the data which is freely specifiable, a random choice for this 
function normally leads to changes in the mass aspect that 
defy any physically significant interpretation. Even if one 
imposes the restrictions (2.19) there exist still many choices 
for g(u, ft), but the regularity conditions along with the con­
dition that the transition obey Eq. (2.23) seem to place severe 
restrictions ong(u, ft), so much so that there has been a rath­
er long history of failed attempts to construct such a news 
function. The fact that a finite mass loss seems to imply some 
sort of physically realizable system has been perhaps the 
greatest motivation behind such attempts. 

Before discussing how one may in fact construct such 
an expression for g(u, ft), a brief review of the methods which 
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have already been employed previously is perhaps in order. 
Historically, the first attempts to construct an axisymmetric 
news function obeying Eq. (2.22) appeared in the original 
paper by Bondi et al., 1 where the general form 

oc 

g(u,ft) = L fn(p,) hn(u) (3.1) 
n~O 

was employed. Expressions for fn(p,) and hn(u) were found 
only to order n = 2 after which the equations became too 
unwieldly to handle comfortably. Next Bonner and Roten­
bergS using a double series expansion, tried constructing an 
expression similar to (3.1). They analyzed a system which, to 
the order considered, initially could be described by a 
Schwarzschild solution with g = 0 and, which after under­
going a period of radiative behavior became another 
Schwarzschild solution (again with g = 0) though the final 
mass was found to undergo a finite constant velocity motion 
due to "radiation reaction." As in the Bondi attempt only 
terms to the second order were considered since the equa­
tions quickly became very complicated with increasingly 
higher iterations. 

Employing the fact that the boost-rotation symmetric 
solutions could be considered as radiating systems, Bicak5 

who analyzed the Bonner-Swaminarayan solution and Kin­
nersley and Walker6 who analyzed the C-metric used asymp­
totic methods for determining certain radiative properties. 
More recentll it has been shown that a generalization of 
these metrics yields a news function which takes on the form 

g(u,ft) = H(u/(1 - ft2)1/2)(1 - ft2)-2, (3.2) 

where His a general function of the argument uf (1 - ft2)-1/2 
and uf is the flat space retarded time uf = t - r. Though the 
boost-rotation symmetric solutions are the best examples of 
an exact radiating solution with known source distributions, 
the irregularity on the axis causes the Bondi mass to diverge 
and nothing can be said about a total mass loss since in a 
physical sense energy must be continuously added to the 
system to maintain the constant acceleration of the "parti­
cle" sources. 

In order to make some link between source motions and 
the dynamics of the fields at null infinity the formal pertur­
bation procedures alluded to in the Introduction have been 
used to determine the news function to within a certain order 
determined by a small expansion parameter. For problems 
dealing specifically with axial symmetry, D'Eath9 analyzed 
the problem of a two-black-hole collision where the velocity 
of each was close to the velocity of light and Cooperstock 
and Hobill lO analyzed the problem of a two-body collision 
which began from rest. The expressions for the news func­
tion in both cases however, exhibit an irregular nature on the 
axis of symmetry. Indeed outside of questions of conver­
gence, the known approximation methods seem unable to 
provide enough information for the construction of a news 
function which obeys the necessary requirements that the 
system be perfectly isolated. Bonnor and Rotenberg had is­
sued a warning against the use of such a technique in saying 
"that to start [the Bondi expansion] off one needs to have 
more information than is available from the linear approxi­
mation. This is because the news function which generates 
the solution, contains nonlinear terms which one does not 
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know from the start. It is therefore not clear how given a 
particular physical system one can put the method into oper­
ation." 

Thus, while the Bondi method is attractive in that it 
provides "exact" information concerning a radiating system 
and can lead to a convergent series solution, it is not a cure 
for the maladies associated with the perturbation methods in 
current use which begin from a linearization of the field 
equations. 

Finally mention must be made of the work of Papape­
trou ll and Hallidy and Janis1z who consider the problem of 
axially symmetric transitions between two static states and 
the ability to remove the radiation "tails." Both considered, 
essentially, a function g(u, J.l) given by the expansion 

g(u, J.l) = L al(u) [PI{J.L)]", (3.3) 
1~2 

where the coefficients al(u) are functions of u in the general 
case and reduce to constants when the system is static. The 
functions PI (J.L) are the Legendre polynomials. It was demon­
strated in both papers that no possible solutions could exist 
which both satisfied (2.22) and had a finite number of terms 
in the expansion. One could not therefore arrive at any news 
function giving a finite mass loss by truncating the expres­
sion (3.3). If a transition betwen two static states was re­
quired then a closed form expression for g(u, J.l) would be 
needed, should one exist. 

With these previous attempts in mind, and since there 
are no general techniques by which one may find solutions to 
an equation such as (2.23), one must resort to a method 
where a particular form for the time dependence of g(u, J.l) is 
assumed together with a number of arbitrary functions of P 
that are to be determined from evaluating the left-hand side 
of (2.23) and from applying the regularity conditions. The 
regularity of g(u, J.l) is important as it allows an unambiguous 
determination of the total mass loss. Since M (u, p) is as­
sumed to be independent of u and p both initially and finally, 
an evaluation of its total change on any generator of null 
infinity, i.e., for any p = const in this case, will yield the 
same expression for the total change of the Bondi mass. Ex­
panding the second term on the left-hand side ofEq. (2.23) 
yields 

rUt ~ du( I _ J.l2f + 1- (..::1g)"(1 - J.l2)2 - 4(..::1g)'(1 - J.l2) J.l 
Juo 2 

+ 2(3J.lz - 1 )(..::1g) = ..::1Mtotal ' (3.4) 

Evaluating this expression on the axis atp = ± 1 yields 
a very simple expression for the total mass loss, 

..::1m total = 4[ g(ul,J.l = ± 1) -g(uo,J.l = ± 1)], (3.5) 

and one has that, on the axis, the initial and final values of the 
function g(u, p) must differ in order to give a nonzero mass 
loss. Due to the fact that m is a monotonically decreasing 
function of retarded time, the function g must demonstrate a 
certain asymmetry with respect to time, i.e., 

(3.6) 

which is a relationship which will hold in general (except 
perhaps in a few isolated directions). Using the fact that one 
can always, via the use of a supertranslation, put a stationary 
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system into a coordinate frame that is shear-free, some auth­
ors have attempted to determine a news function giving an 
axially symmetric pulse of radiation between two static 
states, both of which are shear-free. If one is to use the same 
frame for the description of the complete evolution this is not 
at all possible. Nor can one define then a system of "good 
cuts" for the light cones, i.e., one obeying the equation 
F" = 0; for in that case there will be no mass loss and hence 
no radiation. 

Since the sum of the terms on the left-hand side of Eq. 
(2.23) must be independent of p, the simplest choice of news 
function would be one which might make each term individ­
ually independent of J.l. That this choice must be immediate­
ly ruled out is demonstrated by the following: suppose both 
terms on the Ihs of (2.23) are independent of p, then 

![ g(uo, J.l) - g(u l, p)](l - p2)2J" = 0, 

which leads to either 

(a) g(uo,J.l) =g(ul'p) 

or 

(b) ..::1g(p) = (k l P + ko)/(l _ p2)2, 

where ko and kl are constants. 

The requirement that the mass loss be nonzero rules out 
(a) while the regularity conditions are in contradiction to (b). 
Therefore in order that the two terms on the lhs ofEq. (2.23) 
yield an expression independent of J.l, the dependence of 
g(u, p) on J.l must be of a more complicated nature. 

The assumption that the solution initially be exactly a 
Weyl solution requires not only that the conditions (2.19) 
hold but also that the time derivatives of all orders of g(u, J.l) 
vanish at Uo and therefore the time-dependent functions ap­
pearing in the asymptotic shear must be of class Coo. This 
has the effect of pushing the initial light cone u = Uo to the 
limit Uo --+ - 00 and the initial static state is an asymptotic 
state in the infinite past, otherwise a system which is truly 
static up to a finite time must have discontinuous time de­
rivatives at some finite order. In a similar manner a final 
static state requires the vanishing of all time derivatives 
g(u, J.l) after the period of radiative behavior, and this must 
occur in the infinite future. The period of radiative behavior 
then becomes - 00 < u < 00 which puts one outside of the 
domain of the convergence criteria of Freidrich. In addition 
the values of M and N must be given at the intersection of 
past null infinity with future null infinity. When the mass 
term is nonvanishing one is confronted with the unsolved 
problem of being able to "connect" the two null infinities. 

In spite of this important theoretical problem, it will be 
demonstrated that there does exist at least one expression for 
g whose time derivatives to all orders vanish initially and 
finally. This expression also yields a total change in the mass 
aspect which is finite and independent of the angular coordi­
nates. 

A general expression for the asymptotic shear that is 
able to satisfy both the requirement that 

. an 
hm -g(u,J.l) = 0, 

u_ too au n 

and the inequality (3.6) is given by the rational function 
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(3.7) 

where p, v, 71 are rational constants obeying the relation 
71 < vp andln!}.L) (n = 1,2,3,4) are functions of /-l to be deter­
mined by Eq. (2.23). For g to be defined everywhere.!! and/2 

must not vanish (or become infinite) for any value of /-l. Oth­
erwise as the exponential function becomes infinite (or van­
ishes) the functiong becomes undefined when the limits with 
respect to /-l and u are interchanged. Finally, one requires 
that the functions In all be real, since there do exist cases 
where a finite mass loss can lead toln 's which are imaginary. 
This occurs, for example, when 71 = v andp;;;o 1. 

Even at this time there still remains a large degree of 
arbitrariness, particularly with the choice of the constants 
appearing in the exponential arguments, and without any 
further simplification, the expression (3.7) and its first time 
derivative when introduced into Eq. (2.23) result in long re­
cursion formulas involving a large amount of algebra. There­
fore the following procedure will be employed: 71 and v will 
be given a particular relationship (which in tum places limits 
onp) then Eq. (2.23) will be evaluated, and thein's andp will 
finally be chosen so as to satisfy the restrictions that have 
been already imposed on the metric functions g(u, /-l) and 
M(u,/-l)' 

Therefore after choosing v = 271 and determining the 
integral S~ 00 if du one obtains 

f: 00 if du = 71 {2(2pl+ 1) [/2(~L ~ 1 + ~~:] 
+ [3(2P - 1) _ 1] [4pIJd4[ ]} ,(3.8) 

(4p - 1) (4p + 1) 2p+ 1 

where 

___ ~(~~~-_3~)!_! ____ ff 
12p + 1 = 

22p + 2(2p + 1 )!(~) 2p + 1 ~ fz~ 

The choice p = 1 has a number of advantages. Firstly it 
eliminates the factors of ff which would otherwise appear in 
the total mass loss, and it is the only choice for p < 8 which 
yields real functions of /-l. Finally it simplifies many of the 
algebraic expressions that appear in subsequent calculations. 
Note that with this choice of constants, and with a proper 
choice ofthef" 's, one can have thatg( 00, /-l) = 0, which per­
mits the possibility of attaining the Schwarzschild solution 
as a final state should one be able to arrive at a truly static 
system in the infinite future. This may be seen from the fact 
that the Schwarzschild metric in Bondi coordinates is given 
by V = r - 2m, U = r = f3 = 0, where m is the Schwarzs­
child mass parameter. 

The following expression for the total mass loss can 
now be obtained: 

-.t1M = !L [Ii + 2 I~ ] (1 _ /-l2) 
6 fz~ Ii 

+~ [h (1-/-l2)2]". (3.9) 
2 14 

Now in the limit u ---+ - 00 the function g ---+ 13/~' and 
by (2.2) this ratio must be a regular function of /-l as /-l ---+ ± 1. 
Define A !}.L) as 

A!}.L) =/3/14' (3.10) 
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The functions/!!}.L) and/2!}.L) as well as A!}.L) must be 
nonzero, and from (3.10) one has that the term (/3/ 
~f(l - /-l2)2 is equal to the product of a regular nonzero 
function of/-l with a fourth-order polynomial of/-l. This prop­
erty will also be assumed for the product ofIU(/I~) with 
(1 - /-l2f. That is, 

(Ii /lzf4)(1 - /-l2)2 = B 2!}.L)(1 + k/-l + 1/-l2 + P/-l3 + q/-l4), 
(3.11) 

where the coefficient of /-l0 has been absorbed into the func­
tion B!}.L) which is regular on the axis. 

The expressions (3.10) and (3.11) are now inserted into 
(3.9) and (2.23) and one obtains the following system of equa­
tions by equating the coefficients of the various powers of /-l: 

(n/6)[qB 2 + 2A 2] + A "/2 = 0, (3.12) 

(7J/6)[pB 2] + 4A ' = 0, (3.13) 

(7J/6)[IB2 - 4A 2] + 6A -A" = 0, 

(7J/6)[kB 2] - 4A ' = 0, 

(7J/6)[B2 + 2A 2] +A "/2 - 2A 

(3.14) 

(3.15) 

= !fl {- A" /-l4 - 4A '/-l3 + (A" - 6.4 )/-l2 + 4A '/-l 
2 ~l 2 

+ !L [B 2 + 2A 2]} d/-l (3.16) 
6 ' 

where Eqs. (3.12)-(3.15) have been used to simplify the inte­
grand appearing in Eq. (3.16). Note that had the expression 
(3.11) involved a polynomial of order less than 4, then all of 
the numerical coefficients would vanish, thereby yielding 
LiM = 0. 

Immediately from Eqs. (3.13) and (3.15) one obtains the 
relation 

p= -k, 

while Eqs. (3.12) and (3.14) yield 

(7J/6)[(2q + I) B 2] = - 6.4. 

(3.17) 

(3.18) 

Differentiating this last equation with respect to /-l gives an 
expression for A ' which together with Eq. (3.13) yields a sim­
ple first-order differential equation for B with the solution 

(3.19) 

where mb is an arbitrary constant, that in geometric units, 
has units oflength. From this expression and (3.19) one easi­
ly determines the function A !}.L): 

A !}.L) = - (71/36) m~(2q + I) exp B(P /(2q + I)) /-l]. (3.20) 

Now the total change in the Bondi mass can be deter­
mined by Eq. (3.5), which in tum requires that 
A!}.L = 1) =A!}.L = - I),otherwiseonewouldhavethesitua­
tion where the total change of M (u, /-l) would be different in 
the two opposing directions along the symmetry axis. This 
then requires that p = ° and therefore k = 0. The functions 
A !}.L) and B!}.L) must then be independent of W 

B!}.L) = mb , A!}.L) = - (7J/36)(2q + l) m~ = ma' 
(3.21) 

where the constant ma is introduced so as to simplify the 
expression for the total mass loss; for which one has simply 
Lim = - 4ma' Knowledge of the explicit expressions for A 
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and B allow one to calculate the integral appearing in Eq. 
(2.16), and one obtains 

(1]16)(m~ + 2m~) = - 6ma. (3.22) 

Subtracting this from (3.12) and using (3.14) yields the rela­
tionship between q and I: 

-q=l+ 1. (3.23) 

In order that the constants ma and mb be real, it is 
required that q < O. For ease in interpretation and in order to 
keep all coefficients real and positive one defines n = - q. 
Therefore, the following equations yield two relationships 
between the four contants ma' mb, 1], and n: 

mb = ± ~2/n ma' (3.24) 

18n/(n + 1) = 1]ma' (3.25) 

Equations (3.10) and (3.11) therefore yield explicitly 

f3/ft = ma' (3.26) 

(l - f-l2)2 fi Ifzf4 = mW + nf-l2)( 1 - f-l2). (3.27) 

From these equations one may now determine expres-
sions for thefn 'so Equation (3.27), with the requirements that 
fl be regular and that the functions fl and f2 be nonzero, 
imposes the condition thatft = (1 - f-l2). Therefore (3.26) re­
quires that h = ma(1 - f-l2). This finally leaves a certain 
amount of freedom in the choice of the functions fl and f2 
since one has only that 

(3.28) 

Thus one arrives at the following expression for g(u, f-l) sub­
ject to the relationships (3.24) and (3.25) among the constant 
parameters: 

g(u,f-l) = [ mbflp)e
l1u

+ma(1-f-l2) ] (l+nf-l2), 
FIp) e211U + [1 + (n - 1)f-l2 - nf-l4] 

(3.29) 

whereflp) is an arbitrary function off-l which must be every­
where regular and positive definite on the interval 
- 1 <W;;, 1 and n > O. The physical significance of ma is im­

mediate from (3.5) as it represents one quarter of the total 
mass loss. When ma vanishes Eq. (3.24) implies that mb also 
vanishes and therefore the functiong(u, f-l) is identically zero: 
the system remains static for all time. The function g(u, f-l) 
becomes time independent also in the limit 1] -+ 0 which im­
plies either ma -+ 00 or n -+ O. The first situation is not well 
defined physically since an infinite mass loss would also re­
quire an infinite initial mass and the second situation makes 
the polynomial appearing in (3.11) be of third order in which 
case one finds that all numerical coefficients vanish and 
therefore once again g(u, f-l) is identically zero. 

IV. PROPERTIES OF THE NEWS FUNCTION AND THE 
MASS ASPECT 

In this section a brief examination of some of the quali­
tative features associated with the news function and the 
mass aspect will be made. Considering the arbitrariness of 
the function flp) appearing in (3.29) and the freedom to 
choose two parameters, which will undoubtedly be lost once 
certain conditions are imposed on N(u,f-l) and the higher­
order Bondi functions, only certain general properties can be 
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analyzed. In order to be more precise in the discussion to 
follow, it will be assumed thatflp) is an even function of f-l 
and that the conditionf21p»(1 + nf-l2)(1 - f-l2) holds. These 
requirements do not seem to be overly restrictive since only 
certain detailed features, which do not affect the general be­
haviorofg(u, f-l) or M (u, f-l) are introduced when these condi­
tions are weakened. 

First, depending upon the choice of the sign of m b' the 
asymptotic shear g(u, f-l)( 1 - f-l2) is seen to undergo two dis­
tinctly different forms of evolutionary behavior except of 
course on the axis where it vanishes identically for all times. 
Initially, c(u, f-l) will have the value ma (l - f-l2) and this is 
independent of the sign of m b • However, as the retarded time 
increases, c(u, f-l) will, in the case where mb > 0 increase to a 
maximum value and then fall asymptotically to zero as 
u -+ 00. For mb < 0, the evolution is such that the asympto­
tic shear decreases to a minimum negative value and then 
increases in order to vanish in the asymptotic future (see Fig. 
1). An explicit expression for the news function is obtained 
by differentiating Eq. (3.29) with respect to the retarded 
time: 

c(u,f-l) = 1]flp)e
l1U

(1-f-l2) 
[(f21p)!(1 + nf-l2)) e211U + (1 - f-l2)P 

x{ -mbf21p)e2>lu 

1 + nf-l2 

_ 2ma (l - f-l2)flp) el1U 
2 } 

-----'---'-2~- + mb (1 - f-l) , 
1 + nf-l 

(4.1) 

which outside of vanishing in the asymptotic past and 
asymptotic future, also vanishes at a finite retarded time de­
termined by the equation 

1 + nf-l2 e -l1U _ flp) e"lU = 2ma 
flp) 1 - f-l2 mb . 

Independently of the sign of mb , the news function re­
verses its sign once during the entire evolution, and the sign 
of mb determines the sign that the news function will have 
initiall y. The angular dependence of (4.1) also has the general 
feature that not only does the amplitUde of the news function 
increase as one moves off of the axis of symmetry, but also 

-5 

U, RETARDED TIME 

FIG. I. A plot of the time dependence of the asymptotic shearon the equa­
torial plane (;..t = 0) for rna = 27 and n = 3. The evolution undergoes two 
distinct forms of behavior depending upon the choice for the sign of rnb in 
Eq. (3.24). 
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the time at which the news function reverses its sign in­
creases as () increases from zero to 1T/2. This behavior is 
shown in Fig. 2. For mb > 0 the time at which the sign rever­
sal occurs never exceeds u = 0, whereas for mb < 0 this time 
is also bounded but that bound may be either negative or 
positive depending upon the value of n. 

It is of interest to compare the behavior of the news 
function (4.1) with certain axisymmetric dynamic space­
times involving zero impact parameter collisions particular­
ly the two black hole collision problem considered by 
D'Eath9 who analyzed the case where the two bodies ap­
proach each other with nearly the velocity oflight. Using a 
perturbation calculation, he was able to obtain an expression 
for the leading term of the news function at angles close to 
the forward direction, () = O. The behavior of the news func­
tion calculated by D'Eath is similar to the behavior of (4.1) 
for the case mb < 0, i.e., the amplitude before sign reversal is 
negative and the absolute values of the minimum and maxi­
mum increase with an increase in the angle () (for ()-O). 

Two other axisymmetric collision space-times which 
show similar features are those analyzed by Davis et al. 13 

who, using perturbation methods, analyzed the radiation 
from a small particle falling radially into a Schwarzschild 
black hole and by Smarrl4 who, employing a numerical com­
putation, studied the head-on collision of two equal-mass 
black holes. Qualitatively the radiative part of the metric 
which determines the mass loss in the two examples above, 
demonstrate (modulo the "ringing tails" associated with the 
normal mode vibrations of the final black hole) the same 
behavior as the news functions determined by D'Eath and 
that of Eq. (4.1). Despite these similarities however, the 
sources and their motions which lead to the news function 
(4.1) must be considered to be unknown at the present time. 

The expression for g(u,,u) also allows the initial and 
final values of F (.u) to be determined. In the asymptotic past 
and future one has 

lim g(u,,u) = ma' 
U __ -oo 

which implies 

and 

z 
o 

~ -2 

~ -4 
z 

-6 

F _ 00 (.u) = - ma ,u2 + K I',u + K 2, 

-5 

U, RETARDED TIME 

FIG. 2. A plot of the time dependence of the news function for various 
values of cos 8 (p = 1 on the axis of symmetry). The parameters rna and n 
are the same as those for Fig. 1 and rn. is positive. 
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lim g(u,,u) = 0, 

which implies 

F 00 (.u) = c,,u + C2' 

where C1, C2, K 1, K2 are constants. The coordinates system is 
now determined up to a linear function of,u. While the re­
quirements placed upon the total change of the mass aspect 
will not impose any new conditions on the functions, 
F ± 00 (.u), one sees that Eqs. (2.13) will determine the con­
stants C1 andKI if the functionsN(u,,u) and C(u, ,u), etc., are 
to take on their Weyl expressions at the end of the evolution. 
All that will be left then as a coordinate freedom would be 
the liberty to renumber the light cones, u = const, which 
would have no effect on any of the expressions that deter­
mine the total change of the Bondi functions. 

A determination of the numerical coefficient associated 
with the Bondi mass loss would require an explicit knowl­
edge of the function f(.u), but one can determine the exact 
behavior of the mass aspect by integrating Eq. (2.11) with 
respect to retarded time over the interval - 00 ..;u..;u: 

M(u,,u) = M( - (0) - (1 - ,u2)2 f~ 00 i'(u,,u) dii 

-Hg(u,,u)(1-,u2)2]" +2(3,u2-1)ma' 
(4.2) 

After a rather straightforward but tedious calculation one 
obtains 

(
F(.u) e271u ) - 3 

M(u,,u)=M(-00)- 4ma+ 2 +(1-,u2) 
1 + n,u 

X [4ma(1 - ,u2)3 + It 1 H,(.u) e17lU
] , (4.3) 

where the explicit expressions for the functions HI(.u) 
(I = 1 - 5) are given in the Appendix. Clearly the simple 
relationship that exists between the Bondi mass and the mass 
aspect when the system is static is lost once the system be­
comes time dependent and the nonlinearities of Einstein's 
equations are taken into account. 

Knowing explicitly the function g(u,,u) and M (u,,u) al­
lows one to calculate all terms in the Riemann tensor to 
order r- 3

• The mass aspect is then a quantity that can be 
measured and therefore its behavior with respect to time is 
important. In the asymptotically distant past the mass as­
pect is simply given by the value M ( - (0) since the term 
- 4ma is canceled by the first term appearing in the square 

brackets as u ---+ - 00. As u ---+ 00 the last term in (4.3) van-
ishes and once again the mass aspect is independent of ,u; 
being smaller than its initial value by the amount 4ma • From 
Eqs. (A1HA5) one sees that during much of the evolution 
the changes in the mass aspect occur at angles predominant­
ly transverse to the symmetry axis. Only at late times in the 
evolution when the coefficients of e571U begin to exert their 
greatest effect will there be any significant changes of M on 
the axis. Choosing mb > 0, the time at which the mass aspect 
undergoes a collapse on the axis equal to one half the total 
mass loss is found to be 

u = _I_In 8(n+lf , 
c 21/ nf2(.u = ± 1) 
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whereas, the greatest loss of the Bondi mass will occur as a 
burst, at a time approximately centered about the time at 
which the news function undergoes a time reversal (since the 
amplitude of the news function is a maximum just before and 
just after that time). Adding the assumptions that n> 1 and 
that the dominant contribution to the mass loss comes from 
radiation in the equatorial (8 = 1T12) direction, the time at 
which this burst of energy loss occurs is of the order 

U b = - (1127]) In [2nftIL = 0)], 

which clearly precedes the collapse of the mass aspect on the 
axis. Most of the energy loss then would probably be due to 
source motions along the axis of symmetry since the radi­
ation field in weak field regions, being of a transverse nature, 
vanishes on the axis. The rapid and delayed collapse of the 
mass aspect near the axis while not contributing significantly 
to the energy flux must come from some unusual relativistic 
effect. 

Finally this section concludes with some remarks con­
cerning the nature of N(u, Ii). Since both M' and is vanish 
initially and finally, Eq. (2.12) shows that N (u, Ii) will be in­
dependent of time at the beginning and at the end of its evo­
lution. However in order to determine the exact final angular 
dependence of N, Eq. (2.12) must be integrated with respect 
to u. IfC (u, Ii) is to be time independent as u -- 00 thenNfinal 

must take on its Weyl form, i.e., 

LiNtotal = (1 -1i2
) 1/2 [LiDtotal + M ( - 00 Hc I - K d 

- 4macI + 2maM( - 00)1i]· 

This requirement will determine further relationships 
between 7], c l , K 1, ma' and M( - 00) as well as determine, 
perhaps, the explicit form of ftIL). Since there exist only a 
limited number of parameters and one arbitrary function, it 
is rather doubtful that one can insure that all of the higher­
order multipole aspects can be put in their Weyl form as 
u -- 00. One would therefore expect that the final state while 
not radiative will not be entirely static either, since there will 
probably exist some multipole aspects that cannot be made 
time independent. 

v. CONCLUSION 

The characteristic initial value problem has certain ad­
vantages in that it provides a beautiful hierarchy of equa­
tions that may be solved step by step once the initial data is 
provided. Assuming that there exists an expansion in terms 
of ,-I simplifies the field equations and allows one to calcu­
late exact properties of the asymptotic gravitational field 
without resorting to perturbation methods where certain di­
mensionless parameters must remain less than unity. The 
complete evolutionary behavior of the Riemann tensor far 
from the sources can then be determined even when relativis­
tic effects become dominant. 

Despite the relative ease by which one can arrive at 
some exact knowledge concerning the nature of gravita­
tional radiation, there do exist a number of disadvantages 
associated with the ,-I expansion, notably the inability to 
link the behavior of the gravitational field with the motions 
of the sources. From the arguments presented at the end of 
the previous section it seems that the Bondi formalism by 
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itself is unable to establish the existence of radiative transi­
tions between two exactly stationary states. As a result the 
problem of source behavior then becomes more enigmatic 
since the "wave tails" which would present themselves as 
time-dependent Bondi functions occurring as coefficients of 
the higher-order ,- 1 terms in the expansions, clearly make a 
distinction between exactly stationary and more general 
nonradiative systems. The existence of the tails also brings 
into question the validity of the 11, expansion since the con­
vergence of such a method may be upset, especially, if one 
wishes to analyze the field for all times. 

Another problem is that linked with the choice of a 
"good" coordinate system for which a discussion of radia­
tive fields can be presented as simply as possible. This is 
evident particularly in the supertranslation freedom that is 
associated with the arbitrariness in the choice of the initial 
shear of the null cones. If, in the problem discussed in this 
work, one had set g = 0 initially with a particular choice of 
FtIL) then a negative shear would have to develop later in the 
evolution in order to account for the mass loss. This might be 
somewhat anti-intuitive since one would ordinarily expect 
that a dynamic, axially symmetric system would in general 
tend to decrease its deviation from spherical symmetry over 
the period of time during which it radiates and that if the 
coordinate system is properly chosen to be as nearly "spheri­
cal" as possible, the shear would be able to measure this 
decrease of the deviation from spherical symmetry. It is rath­
er satisfying that in a coordinate system chosen to match 
such an evolution, that the parameter which is related to the 
total mass loss appears in a self-evident manner. 

Finally, the program described in this paper was begun 
with the hope that the Bondi method could avoid the large 
quantities of tedious algebraic computations which occur in 
the known perturbation techniques. Unfortunately the 
expression for g(u, Ii) is complicated enough that the amount 
of computational work involved in calculating the higher­
order Bondi functions grows enormously with increasing or­
ders. Even at the level of calculating explicitly the time de­
pendence of the mass aspect, this fact begins to present itself. 
However, there is a good deal more information hidden in 
the higher-order functions. For example, a result not yet 
obtained would be the relationship between ma and 
M ( - 00) which is not determined by a calculation of the 
mass loss alone. This is due to the fact that information about 
how the energy of a system is distributed spatially is required 
in order that one can determine whether or not a system's 
total energy is positive and how much of it can be lost. There­
fore knowledge of the higher-order functions in the expan­
sion is needed. Furthermore carrying the calculation out to 
include the functionsN(u, Ii) and C (u, Ii) would allow one to 
determine the Newman-Penrose conserved quantities in an 
explicit manner without resorting to approximation tech­
niques. 
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APPENDIX: CONTRIBUTIONS TO THE MASS ASPECT 

In this appendix the explicit angular dependence of the 
functions HI Vt) appearing in the time-dependent mass aspect 
are given. The calculation makes use of the relationship 

ma =(17124)[m~(1 +n,u2)+2m~(1-,u2)](I-,u2) 

+ ~ma(3,u2 - 1), 

in order to simplify some otherwise lengthy expressions. 
One has then, after substituting (3.29) into (4.2), 

H1Vt) = (mbI2)(1 - ,u2)3[(1 - ,u2)f" - 4,uf' - 2f], (AI) 

H2Vt) = ma (1 - ,u2)2 {_ (1 - ,u2f[ffll + (/')2 
1 + n,u2 

_ 2n,uff' + (n(n,u2 - 1) _ 17m )F] 
1 + n,u2 (1 + n,u2)2 a 

+4(1-,u2)f[f'- n,uf 2] +f(I7,u2-S)}, 
1 + n,u 

(A2) 

H 3Vt) = mb (1 _,u2)2 f{ _ (1 _,u2) [3(/'f _ 4n,ujJ' 
(1 + n,u2) 1 + n,u2 

+ (n(n,u2 - 1) _ ~ 17ma)F] - 3J2(/ + 2.uf')} , 
(1 + n,u2)2 3 

(A3) 

_ 6n,ujJ' + n(3n,u2 + 1)] 
1 + n,u2 (1 + n,u2f 

+ (1 -,u2)f[ 12.u(f'-

(A4) 
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HsVt) = mbf
3 {(I _ ,u2)2 [ _ ff" + (/,)2 

(1 + n,u2)2 2 

_ 4n,ujJ' + n(3n,u2 + 1)] 
1 + n,u2 (1 + n,u2)2 

+ 4,u(1 - ,u2)f[f' - 2n,uf] + 2(3,u2 - I)f2} . 
1 + n,u2 

(AS) 

On the axis Vt = ± 1) the only non vanishing contribution 
comes from the last term appearing in HsVt). 

IH. Bondi, M. G. J. van der Berg, and A. W. K. Metzner, Proc. R. Soc. 
London Ser. A 269, 21 (1962). 

2G. Lawitzky, Max Planck Institute fur Astrophysik preprint MPA 26, 
1982. 

'H. Friedrich, Proc. R. Soc. London Ser. A 381, 361 11982). 
4J. Bicak and B. Schmidt, Max Planck Institut fur Astrophysik preprint 
MPA 35, 1982. 

'w. B. Bonnor and N. S. Swaminarayan, Z. Phys. 177,290 (1969); J. Bicak 
Proc. R. Soc. London Ser. A 307,201 (1968). 

6W. Kinnersley and M. Walker, Phys. Rev. D 2,1359 (1970); A. Ashtekar 
and T. Dray, Commun. Math. Phys. 79, 581 (1981). 

7Conserved quantities associated with the r- I expansion are discussed in E. 
T. Newman and R. Penrose, Proc. R. Soc. London Ser. A 305, 175 (1968); 
see also E. N. Glass and J. N. Goldberg, J. Math. Phys. 11,3400 (1970). 

·W. Bonner and M. Rotenberg, Proc. R. Soc. London Ser. A 289, 247 
(1966). 

'1>. D'Eath, in Sources of Gravitational Radiation, edited by L. Smarr 
(Cambridge U.P., London, 1979). 

lOp. Cooperstock and D. Hobill, Phys. Rev. D 20, 2995 (1979). 
llA. Papapetrou, Ann. Inst. H. Poincare 11,57 (1969). 
12W. Hallidy and A. Janis, J. Math. Phys. 11, 578 (1970). 
13M. Davis, R. Ruffini, and J. Tiomno, Phys. Rev. D 5, 2932 (1972). 
14L. Smarr, in Eighth Texas Symposium on Relativistic Astrophysics, edited 

by M. Apagiannis (New York Academy of Sciences, New York, 1977). 

David W. Hobill 3537 



                                                                                                                                    

On the local GL(4, R) gauge symmetry of hyperbolic complex metrics 
Zai-Zhe Zhong 
Department of Physics, Liaoning Normal University, Dalian, Liaoning, People's Republic of China 

(Received 10 February 1984; accepted for publication 15 June 1984) 

There exists a construction of hyperbolic complex Lorentz frames for any signature 7]. We prove 
GL(4, R ) tobelocally isomorphic to U(7], H)byLiealgebra theory. Therefore, thelocaIGL(4, R) 
gauge symmetry of hyperbolic complex metric g in the nonsymmetric gravitational theory, in fact, 
is a symmetry of rotations of the hyperbolic complex Lorentz frames. 

PACS numbers: 04.50. + h, 02.40.Ky 

I. INTRODUCTION 

In order to solve the ghost poles problem in the non­
symmetric gravitational theory, I Kunstatter, Moffat, and 
Malzan2 suggested a theory in which the metric g of the 
space-time manifold M takes hyperbolic complex values, 
and this metric should have an internal GL(4, R ) gauge sym­
metry. Concerning this gauge symmetry, the discussion in 
Ref. 2 is on the basis of the fiber bundle theory,3 i.e., the 
theorem concerning the reduction of the structure group of a 
principal fiber bundle and the existence of a cross section. In 
Sec. II of this paper, we prove explicitly that GL(4, R ) is 
locally isomorphic to a group of the hyperbolic complex 
transformations related to any designative signature 7]. 
From an element A E GL(4, R ), the hyperbolic complex uni­
tary transformation, which corresponds toA, can specifical­
ly be written out. Kunstatter and Yates4 have given the ordi­
nary complex frames, corresponding to it, in Sec. III we give 
the hyperbolic complex Lorentz frames. The local GL(4, R ) 
gauge symmetry of g, in fact, is an evident symmetry of g 
concerning hyperbolic complex unitary transformations. 
Therefore, it is clear that the status ofGL(4, R) in this non­
symmetric gravitational theory, indeed, completely corre­
sponds to the status of the (real) Lorentz group in general 
relativity or the group U(3, 1) in ordinary Einstein's complex 
metric theory of gravitation. 1,5 Now, the specific physical 
and geometric significance of this symmetry is very clear. 

II. HYPERBOLIC COMPLEX UNITARY 
TRANSFORMATIONS GROUP AND GL(4, R) 

Let V = (va) be a vector of the four-dimensional hyper­
bolic complex linear space TH , its components 
va = ua + lOY', where C = 1, ua, and Y' are real, 
a = 1,2,3,4. For designative signature 7], we define the norm 
of Vby 

IWII 2 = 7]Jt" VJtV", (1) 

where the symbol "-,, is the conjugation operator va = ua 

- lOY'. A linear transformation f T H ---+ T H can be denoted 
by a 4 X 4 hyperbolic complex matrix/ = (f~), and/ can be 
decomposed as 

(2) 

where A and B are 4 X 4 real matrices. Here / is called a 
"hyperbolic complex unitary transformation" (related sig­
nature7])ifll/(V)1I = IWII,forany VE Tn-Itiseasilyproved 
that/is a hyperbolic complex unitary transformation if and 
only if 

AAII_BBII=I, 

ABII_BAII=O, 

(3) 

(4) 

where I is the 4X 4 unit matrix, A II = 7]A T7]-I, A T is the 
transposed matrix of A. Now,! has the inverse transforma­
tion 

(5) 

where/t =fT. Therefore, all/'s form a group U(7], H). 
We take U(7], H) as a 16-dimensional real manifold, 

then we can consider its Lie algebra gl(7], H). If a 4 X 4 matrix 
B = a + lOb is an element of gl(7], H), then 

B7] -7]Bt = O. (6) 

From Eq. (6) we can find all bases of gl(7], H). For arbitrary 
signature 7] the following steps of discussion are applicable. 
But, in gravitational theory what usually interests us is the 
case 7] = diag(l, - 1, - 1, - 1). So, we shall only discuss 
this case as follows. 

Let ff a/3 denote a 4 X 4 real matrix, its Jith line, vth 
column element is oaJt0/3'" aa/3 = 2ff(a/3) = ff a/3 + ff /3a' 
ba/3 = 2ff [a/3 I = ff a/3 - ff /3a' Then we obtain the following 
16 bases (A, d, B )ofgl(7], H). The first six arejust the bases of 
the Lie algebra of ordinary Lorentz group: A21 = a2» 
A31 = a31 , A41 = a41 , B32 = b32, B42 = b42, and B43 = b43 · 
The rest are da = Eff aa' A32 = Ea32, A42 = Ea42, A43 = Ea43 , 
B21 = Eb2»B31 = Eb31 , andB41 = Eb41 . So, the commutation 
relation among these bases can easily be written out. Now, 
we consider the relation between gl(4, R) and gl(7], H). Six­
teen bases of gl(4, R ) are all ff's. We define a linear transfor­
mationp: gl(4, R) ---+ gl(7], H) by 

p(ff a(3) =! (Aa/3 + Ba(3)' when a >/3, 
p(ffa/3) = !(A/3a -B/3a), when a </3, (7) 

p(ff aa) = da. 

We can directly examine that p is an isomorphic mapping 
from gl(4, R ) to gl(7], H). Therefore, according to the Lie 
group theory, GL(4, R )isisomorphicto U(7], H) as two local 
linear Lie groups. For other signatures the above discussion 
can also be carried out similarly. Thus, the signature 7], in 
fact, is arbitrary, i.e., every U(7], H), which corresponds to 
some signature 7], is locally isomorphic to GL(4, R ). 

In GL(4, R ) an element of the connected component, 
which contains the unit element, can be written as 

A = exp(a)exp(b ) .. " a, b, ... E gl(4, R ). (8) 

Corresponding to A the hyperbolic complex unitary trans­
formation is 
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f = exp( p(a))exp( p(b )) .... (9) 

Therefore, the effect of G L( 4, R ) gauge transformation of an 
element, in fact, can be explained as the effect of a hyperbolic 
complex unitary transformation. 

III. HYPERBOLIC COMPLEX LORENTZ FRAMES 

We take G L(4, R ) as the localtransformation group act­
ing on M. Equations (8) and (9) mean that there is a hyperbo­
lic complex Lorentz frames bundle LH(M) (related to some 
1]). If V = {Va 1 E LH(M), a = 1,2,3,4, and we let the matrix 
(V;) be the inverse matrix of (V~), then 

- b- b 
V; V~ = 8;, V I' V~ = 8a . (10) 

If V(x) is a cross section of LH(M), and a metric g is defined 
by 

a - b 
gl'v = 1]ab V I' V v' (11) 

theng obviously is invariable under a local hyperbolic com­
plex unitary gauge transformation of V. Conversely, if a lo­
cal GL(4, R ) gauge symmetric metric g exists, then we can 
prove that there is a V(x) ELH(M) and Eq. (11) holds. In 
fact, according to Ref. 2, there exists now a real metric g'. 
For the tangent space Tx at each point x EM we have 

g'(A " B') = -g'(EA ',B'), VA, BE T~ = Tx XTx, 
(12) 

g(A, B) = g'(A " B ') + Eg'(EA ',B '), (13) 

E = [0 I] 
I ° ' 

where A = (A 'a + EA 'G)ea and real {ea J spans Tx, 
a = a + 4. Equation (12) means that g' corresponds to the 
signatureH = (1], -1]). Now, onM there is an ordinary real 
Lorentz frame { VA J (A = 1,2, ... ,8), 

3539 J. Math. Phys., Vol. 25, No. 12, December 1984 

and 
, - H V'AV'B - H (v,aV,b + v,aV,b) (14) gr,j - AB r ,j - ab r,j r,j . 

Let Va = (V ~a + E V ~G)ea' then we can directly see that Eq. 
(10) holds for H = (1], -1]), and 

gl'v =g(VI" Vv) = g'(V~, V~) + Eg'(EV~, V~) 
- H V,AV,B + E(H v,av,b + H-- VIOVb) 
-ABJ.lv abJ.lv abllV 

a-b 
= 1]ab V I' V v . (15) 

IV. CONCLUSIONS AND DISCUSSIONS 

GL(4, R ) is locally isomorphic to a hyperbolic complex 
unitary group related to any signature 1]. The GL(4, R ) 
gauge symmetry of the non symmetric metric g can be ex­
plained as the symmetry of g related to the hyperbolic com­
plex unitary group. There are hyperbolic complex Lorentz 
frames, the relation between g and these frames is just a di­
rect extension of the relation between a Riemann metric and 
the ordinary Lorentz frames. 

If E = 0, we, of course, obtain the theory of Riemann 
metric and Lorentz frames. 

If E2 = - 1, then g changes into an ordinary Einstein 
complex metric. When 1] = diag (1, - 1, - 1, - 1), the local 
gauge group is U(3, 1). Although we can also write out the 
transformation p, now p is not an isomorphic mapping of 
two Lie algebras, i.e., U(3,1) and GL(4, R) are not locally 
isomorphic. This makes an essential distinction between an 
ordinary complex metric theory of gravitation and the hy­
perbolic complex theory of gravitation. 
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We have obtained the generating function for Chew-Mandelstam functions for arbitrary integral 
angular momentum. From this a closed formula for the Chew-Mandelstam functions is derived 
in both the simple equal mass case and in the more complicated case of unequal masses. 

PACS numbers: 11.80.Cr, 11.20.Fm, 11.80.Gw 

J. INTRODUCTION 

There exists a variety of approximate representations of 
the S matrix. In this paper we look at the K matrix approxi­
mation for the multichannel scattering matrix 5"'/(S) in the 
I th partial wave l -4: 

5"'1 = 1 + 2ipJ!2TIPJ!2, 

where 

Tl =K(s)(1- CI(s)K(S))-1 

and 

(1.1) 

(1.2) 

(1.3) 

is a diagonal matrix of two-body phase-space factors. K (s) is a 
real, symmetric matrix whose elements are meromorphic 
functions of s, the invariant squared energy. At threshold 

PI a:(2k/,fS).k 2l
, (1.4) 

where k is the center-of-mass three-momentum, 
k 2 = (s - a)(s - b )/4s and the convenient abbreviations 
a = (ml + m2)2, b = (ml - m2)2 have been introduced. The 
functions Cl will be assumed to satisfy the dispersion rela­
tion 

s loo , 1m Cds') 
Re CI(S) =- ds . 

17' a s'(s' - s) 
(1.5) 

We wish to focus on the Chew-Mandelstam functions 
singled out for extensive application for Edwards and Thom­
as.3 These they define by setting 

(
2k) (2k)21 PI =,fS ,fS O(s - a), (1.6) 

which satisfies both the threshold requirement Eq. (1.4) and 
allows the Cl to obey the once-subtracted dispersion relation 
Eq. (1.5) via Eq. (1.3). This choice of PI is more general than it 
first appears, incorporating the correct threshold behavior 
and also allowing for approximations to be made to the left­
hand singularities by choice of the meromorphic elements of 
the K matrix. 

Assume, contrary to Eq. (1.6), that 

PI = 1m CI = (2k /,fS)(2k /b)21, (1.7) 

where b is a real constant. PI satisfies the threshold require­
ments. CI (s) obeys an I + 1 th subtracted dispersion relation 

- I C7(0)s" SI+IJdS'(2k'/¥)(2k'/b fl 
Cds) = I --+-

" ~ 0 n! 17' S,I + I(S' - S - iE) , 
(1.8) 

where the I + 1 subtraction constants C 7(0) are the nth de­
rivatives of C/(S) at s = O. 

This may be written in the more revealing form 

C/(S) = PI(S) + (sl/b 2/)C/(S) (1.9) 

and 

S JdS'(2k'/¥)2/+1 
C/(s)=-

17' s'(s' - s - iE) 
(1.10) 

PI(S) is an I th degree polynomial in s, and C/(S) are precisely 
the Chew-Mandelstam functions as defined by Eq. (1.6). 

The unknown polynomial coefficients may be absorbed 
into the K matrix elements so that the S matrix may be writ­
ten in K matrix form either with the functions as here defined 
by Eq. (1.7) or in terms of the Chew-Mande1stam functions 
as Edwards and Thomas do. We conclude that the Chew­
Mandelstam functions may appear even if the ansatz Eq. 
(1.6) is not imposed. 

By contrast both Cutkosky et al. 5 and Tornqvist6 use 
model-dependent modifications of PI : in the first case to sim­
ulate left-hand cut structure with parameter-dependent 
terms in PI' in the latter case by the addition of parameter­
dependent damping factors to enable the modified CI to sa­
tisfy a once-subtracted dispersion relation. 

Although Edwards and Thomas gave explicit forms for 
the CI for small I, no general expression was written down. In 
this paper we exhibit a useful closed form for these functions. 
We proceed in two stages. First, we find the generating func­
tion C (s, z) for the functions CI (s). This is defined by the for­
mal power series expansion in z 

CIs, z) = f C/(S)zI. (1.11) 
I~O 

Having found C (s, z), we use it to obtain a closed form for the 
C/(s). 

II. THE GENERATING FUNCTION 

From Eqs. (1.5) and (1. 7) we see that C (s, z) satisfies the 
same once subtracted dispersion relation as the CI (s), namely 
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R C( ) _~lood,lmC(S',z) e s,z - s . 
1T' a s'(s' - s) 

(2.1) 

Further, 

oc (2k )21 + I 2k ( 4k 2Z ) - I 
1m C (s, z) = I. 172 Zl = 172 1 - -- . 

1=0 S S s 
(2.2) 

Hence 

C ( ) - s 100 

d ' (s' - a)(s' - b ) 1 s,z -- s , 
1T' a (s' - S - iE) . (s' - a)1/2(s' - b )1/2P(S') 

(2.3) 

where 

P (s) = (1 - z~ + z(a + b )s - zab. (2.4) 

At this point we remark that 

(s' - a)(s' - b) = s' + (s _ a _ b ) + (s - a)(s - b ) . 
(s' - s) (s' - s) 

(2.5) 

It has proven most convenient to split the integration in Eq. 
(2.3) into three parts in the fashion suggested by Eq. (2.5). 
Then the integrations can all be done in terms of elementary 
functions7 (for details see Appendix A) and we obtain 

C~~=~+~+4 ~~ 

(2.7) 

_~k 4k2Z)_1 
11 - 1/2 1---

1T'S S 

[ (
(S - a)1/2 + (s _ b )112) .] 

X - 21n 1/2 + 11T' , 
2(m j m2) 

(2.8) 

_ 1 ( 4k 2Z) - I 1 11 + zl/21 
12 -- 1--- -mIn 1/2 ' 

1T' S 2z l-z 
(2.9) 

13 =~(l- 4eZ)-I(a +b -~) Q Inl1 +Q I, 
1T' s 2 s (a + b ) 1 - Q 

(2.10) 

where 

(a + b ) ( z(a _ b )2) - 112 
Q= ab+ . 

2 4 
(2.11) 

Note that C (s, 0) correctly reproduces the expression for the 
S wave Chew-Mandelstam function Cots) given in Basde­
vant and Berger. In general one has from Eq. (1.7) 

CI(s) = ~ d IC (s, z), z = O. 
l! dzt 

(2.12) 

However, it is not necessarily trivial to find from Eqs. (2.8)­
(2.12) the explicit expressions for Cds). The three parts I I' 12, 

13 differ very considerably in the ease with which they yield 
up the closed expressions. For example, we can write almost 
immediately 

_ 2 (2k)21+ I ((S _ a)1/2 + (s _ b )1/2
) 

I I I - - - - In "---"----'--,----'--
. 1T' sl/2 2(m

1
m

2
)1/2 

.( 2k)21+ I 
+/172 . 

s 
(2.13) 

On the other hand 12 and 13 require more discussion which 
we defer to the next section. We give separate treatment for 
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the equal and unequal mass cases. 

III. THE CLOSED EXPRESSIONS 

A. The equal mass case: m, = mz = m 
In this case matters simplify remarkably because Q re­

duces to z-l/2, whence 12 = 13 and 

Cis, z) = II + 212, 

C(S,Z)=~(I- 4k1Z)-1 
1T'S1/2 S 

[ (
(s_4m2)1/2+s1/2). ] 

X - 2ln + 11T 
2m 

+~(1- 4k2Z)-I_I_InI1 +zI/21. 
1T s 2z1/2 1 _ zl/2 

(3.1) 

(3.2) 

To simplify notation now and later let us introduce the ab­
breviations: 

4k1 (a - b f 
A=-' "= . 

S ' r- l6ab' 
a+b v= . 

2(ab )1/2> 

(ab )1/2 
lLl=V---. (3.3) 

s 

Now 

1 11 + zl 121 00 z' -In = ~ -- (3.4) 
2z llz 1 - Zl/2 '-=-0 2r + 1 . 

IfEq. (3.4) is multiplied by (1 - AZ)-I and the result expand­
ed in powers of z, one finds 

2 I AI - r 

211,1 = - I. --. (3.5) 
1T,=o 2r+ 1 

Recalling Eq. (2.13), we finally get 

1m CI(s) =,t 1 + 112, (3.6) 

Re CI(s) = ! [ _,t/+ 112 In((S - 4m;~2 +SI/2) 

I ,tl-, J +I.--. 
r=O 2r+ 1 

(3.7) 
B. The general case: m, =1m2 

In this case we can stilI use Eqs. (2.13) and (3.5) to find 
11,1 and 12• 1, but further work is required to obtain 13,1.13 
can be written as follows: 

I = (ab )l/zll) Wxy 
3 21T' ' 

where 

W= (1 -,tz)-l, 

X= 2Q/(a + b), 

Y = In 1(1 + Q)I(l - Q)I, 

(3.8) 

(3.9) 
(3.10) 

(3.11) 

and Q (z) is given by Eq. (2.11). Then the nth derivatives of W, 
X, Y with respect to z at z = 0 are 
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dny = v(n _ 1)1 nil (- 1)P2P(2p - I)!!,ul, 
dz" p=o pI 

for n>O. (3.12) 

At this point we introduce a further abbreviation: 

!1 (n) = ( - It2n(2n - I)!!/nL (3.13) 

For the detailed proof ofEq. (3.12) see Appendix B. We now 
take the I th derivative of 13 and using Eq. (3.12) in conjunc­
tion with Leibnitz's rule find at last the following closed 
expression for C/(S) in the general case: 

1m CI(S) = A 1+112 (3. H) 

Re CI(S) = ~[ _ U 1+ 1121n((S - a)I/2 + (s - b )1/2) 
1T 2(m

l
m2)1/2 

+ ± A 1- n ] + !:!..In(~) ± !1 (n)). 1- n",n 

n=02n+l 1T m2 n=O 

mv I 1 (/-P )(P-I) + - L - L !1 (q)).l-q-p",q L!1 (r)",' . 
21T P= I P q=O ,=0 

(3.15) 

IV. CONCLUSION 

We have found the generating function C (s, z) for the 
Chew-Mandelstam functions C/(S) used by Edwards and 
Thomas. From C (s, z) we have derived a closed form for the 
C/(S) in the general case of unequal masses. The advantages 
of proceeding in this seemingly indirect fashion are well 
known to mathematicians. As well as being elegant and giv­
ing greater power in dealing with refractory expressions, this 
method may afford insights denied to a more piecemeal ap­
proach. One example of this here is the discussion of the 
equal mass limit. At the level of the generating function [see 
Eqs. (2.8H2.1O)] it is trivial to take the equal mass limit 
a---+4 m2,~. But to do this at the level of the Chew-Man­
delstam functions themselves requires a painstaking discus­
sion of the cancellations between divergent terms [see Eq. 
(3.15)]. 
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APPENDIX A: THE INTEGRATIONS 

s I"" Re C (s, z) = - ds' J (s'), 
1T a 

where 

and 

3542 

J(s') = (s' - a)(s' - b) , 
(s' - s)P(s')R (S,)1/2 

R (s) = (s - a)(s - b), 

P (s) = (1 - z).r + z(a + b )s - zab 

= S2 - z(s - a)(s - b ) 

= sis - 4k 2Z ). 
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(AI) 

(A2) 

(A3) 

(A4) 

Now use 

(s' - a)(s' - b) _ ' + ( b) + (s - a)(s - b) -s s-o-
(s' - s) (s' - s) 

(AS) 
to write 

J(s') =JI +J2 

E + F+Gs' 
(s' - s)R (S')1/2 P(s')R (S')1/2 ' 

(A6) 

where 

E = (s - a)(s - b ) 
Pis) , 

(A7) 

F = s _ a _ b _ (s - a)(s - b ) (zab + 1), 
s Pis) 

(A8) 

G=l- (s-a)(s-b)(l-z). 
Pis) 

(A9) 

Let 

II =..!.- ("" ds' JI(s'). (A 10) 
1TL 

Make the substitution t = (s' - S)-I and use Eq. (2.261) on 
page 81 of Ref. 7 to get 

II =~(1- 4k2Z)-1 
1TSI/2 s 

[ (
(S - a)I/2 + (s - b )1/2) .] 

X - 2 In 1/2 + 11T • 
2(m 1m2) 

Hence Eq. (2.8) is proved. 
Now look at 

L = ..!.- I"" ds' J2(s'). 
1T a 

Make the substitution 

s' = {3t (1 + t ) - I, 

where 

{3 = lab /(a + b ). 

Then L can be brought to the form 

L - s{3 1 -1 dt A + Bt 
- 1T(1 - z) a/(fJ- a) (t 2 + X)(t 2 + y)I/2' 

where 

A = _ i(O + b )3(ab )-312 [4ab + z(a _ b )2] -IF, 
(a-b) 

B=GA/F, 

x = - z(a + b )2/ [(a - b )2Z + 4ab ], 

y = _ (a + b )2/(a - b )2. 

Break L into two parts: 

L =12 +13' 

s{3 I-I A 
12 = dt 2 2 I 2' 

1T(l-z) a/(fJ-a) (t +x)(t +y)/ 

I - s{3 1 -I d Bt 
3 - t . 

1T(l-z) a/(fJ-a) (t2+X)(t2+y)I/2 

(All) 

(AI2) 

(AI3) 

(AI4) 

(A15) 

(AI6) 

(A17) 

(A18) 

(A19) 

(A20) 

(A21) 

In 12 make the substitution t 2 = - v2(t 2 + y) as suggested in 
Sec. 2.25 of Ref. 7. After some elementary steps, one finally 
gets 
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_ ~[ _ 4k 2Z] -I _1 11 + Zl/21 
12 - 1 112 In 1/2 

11' S 2z l-z 
(A22) 

and Eq. (2.9) is proved. In 13 make the substitution 
t 2 + y = - u2

• Again after some work, one finds 

13 = J..[ 1 _ 4k 2Z 
] - I [a + b -~] Q In 11 + Q I, 

11' S 2 s (a + b ) 1 - Q 
(A23) 

where 

(a + b ) [ z(a - b )2 ] - 112 Q= ab+-'----.!.... 
2 4 

(A24) 

and Eq. (2.10) is proved. 
One might worry that C (s, z) could have singularities in 

the z-plane which would invalidate the expansion around 
z = 0 in Eq. (1.7). Fortunately this is not so. Look at Eqs. 
(2.8)-(2.10). II' 12 , 13 all have the simple pole at 

_ s _ (l-a)-1 (l-b)-1 
z---- . 

4k2 S s 

But s>a > b, hence the pole is always at z> 1. II has no other 
singularities in z. 12 , 13 both have a branch point at z = 1. 
Despite appearances, 12 does not have a branch point at 
z = 0, nor does 13 have one at 

4ab (m 1
2 

- m 2
2f 

Z= - = - . 
(a - b )2 4m/m/ 

These are the only singularities for finite z. Therefore the 
expansion (1.7) is valid. 

APPENDIX B: THE RECURSION RELATIONS 

with 

and 

Given 

W= (1 -AZ)-I, 

X=2Q(a+b)-I' 

Y= Inl(1 + Q)/(I - Q)I, 

Q = ab + --'----'-(a + b ) [ z(a - b )2] 112 
2 4 

!1 (n) = ( - It 2"(2n - I)!!/n! 

one must show that 

(Bl) 

(B2) 

(B3) 

(B4) 

(B5) 

(B6) 

(B7) 

1 d"Y V,,-I 
--=- I !1(p)J1/ for n>O, 
n! dz" n p=O 

(B8) 

Y=21n[::l all at z=O. (B9) 

(B6) is trivial and follows at once from (Bl). From (B2) one 
has 

X = 2Q(a + b )-1 = (ab )-1/2[ 1 + 4pz] -1/2 (B1O) 

[recall the abbreviations p, A, v from Eq. (3.3)]. 
Expanding (B 1 0) in powers of z yields 

(Bll) 

where (;) is the binomial coefficient. The coefficient of z" is 

(-I)"4"p"(2n -1)!!(ab)-1/2 !1(n)p" 
2"n! = (ab )1/2 

and so (B7) is proved. Introduce the useful abbreviations 

a = 4/1' /3 = a + b. r = abo ~ = (a - b r 
r-, 2 ' , 4' 

V= a+b. y,,=d"Y 
2(ab)1/2' dz'" 

(BI2) 

Then from (B3) 

yO = In . [
/3 + ( r + &)1/2J 
/3 - ( r + &)1/2 

(B13) 

Further it will be shown that for n > 0, 

Y" _ vS,,(z) 
- 2" - 1(1 - z)" (1 + az)" - 1/2' 

(BI4) 

where S" (z) satisfies the recursion rule 

2 dS,,(z) 
S,,+ dz) = [l+(a-I)z-ar] 

dz 

+ S,,(z)[2n(1 - a) + a + az(4n - 1)1] (BI5) 

with the initial conditions 

SI = 1, dSI = O. (BI6) 
dz 

Take the logarithmic derivative ofEq. (BI4) to find 

~ln y,,)=_I_ dS" +_n_+ a(!-n). (BI7) 
dz S" dz 1 - z 1 + az 

Multiply (B 17) by Y" to get 

Y"+ 1= v[2(1 -z)(1 + az)(dS,,/dz) + ZS" [n(1 + az) + at! - n)(1 -z)]] 

2"(1 - z)" + 1(1 + azl" + 112 . 
(BIS) 

Comparison of(BI4) and (BI8) then proves (BI5) by induc­
tion from yi. In particular, (BI6) is easily established by 
differentiating (B 13) once. Introduce the notation for the co­
efficients of the polynomial 
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,,-I 

S,,(z) = I S~i. (BI9) 
i=O 

Then Eq. (B 15) translates into the following recursion rule 
for theS~: 
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S~+I =2(k+ I)S~+I+ [2(n-k)-a(2(n-k)-I)] 

XS~ + a[2(2n - k) + l]S~-I, (B20) 

where S b is always zero for a>b. The solution to (B20) which 
satisfies the initial conditions (B 16) is 

Sk=( n-l ) (2n-I)!!ak2n-k-l(n-k-l)! 
n n - k - 1 (2n - 2k - I)!! 

X n-~-I (- lY'(2p - 1)!!aP. 
£.. (B21) 
P~O 2Pp! 

Here (;) denotes the binomial coefficient and the double 

factorial notation is explained in Sec. III. Equation (B21) can 
then be established from (B20) by induction on n. This 
lengthy algebra will not be reproduced here. From (B 19) and 
(B21) one has 

Sn(O)=S~ =r-I(n-I(f
l 

[J(p)a
P

. (B22) 
P~O 41' 

Combining this result with (BI4) one finds 

1 v n-I 
_yn(z = 0) = - L [J (p)f.ll for n >0, 
n! n P ~ 0 

proving Eq. (B8). Equation (B9) follows at one from putting 
z = 0 in (B3). Thus finally Eq. (B6) to (B9) are proved. 

To establish (3.15), recall (3.8); 

(ab )1/2wWXy 
13 = . 

21T 
(B23) 

By Leibniz's rule one has 

where the obvious notation yn = dny, yO = 0, etc. has 
dzn 

been used. Hence, 
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and 

d/~3 = (ab )1/2w[21n(~) ± (I) (/- q)U I-:;~[J (qlJtq 
dz 21T m 2 q~O q (ab) 

So 

1 (l)p1vP-I I-p (/- p) 
+ L -' L [J (r)J-lr L 
P~ I P P r~O q~O q 

X (1- p - q)U l-p-qq![J (qlJtq]. 
(ab )1/2 

~ d 1~3 =.::: In(~) ± [J (njA 1- nJ-ln 
l! dz 1T m2 n ~ 0 

(B26) 

1 1 [I - P ] [P - I ] + ;; P~I P q~O [J (qjA 1- P - qJ-l
q r~o [J (r)J-lr . 

(B27) 

Combining this result with those for 11,1 and 12• 1 one gets at 
long last Eq. (3.15). 
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An Sp(3,R ) X O(N - 1) basis of wave functions is constructed for the nuclear shell model. Such a 
basis is important because Sp(3,R ) is the dynamical group and O(N - 1) the symmetry group for a 
unified independent particle-collective model of the nucleus. It is needed for the diagonalization 
of a microscopic shell model Hamiltonian and the interpretation of the collective content of its 
eigenstates. 

PACS numbers: 21.60.Ev, 02.20.Qs, 02.20.Rt, 03.65.Pd 

I. INTRODUCTION 

The independent particle and collective models of the 
nucleus have recently been unified in the algebraic Sp(3,R ) 
model. i The dynamical group Sp(3,R ) of this model not only 
contains the harmonic-oscillator shell model Hamiltonian in 
its Lie algebra, it also contains SU(3), the symmetry group of 
the harmonic oscillator, and CM(3), the dynamical group for 
collective motion in three dimensions, as subgroups. Sp(3,R ) 
is itself a subgroup of the full dynamical group Sp(3N,R ) for 
the N-particle harmonic oscillator in three dimensions. Thus 
the Sp(3,R ) model is a submodel of the full interacting shell 
model. 

The Sp(3,R ) model is a unified model in the sense that 
both independent particle and collective Hamiltonians are 
contained in its enveloping algebra. Thus the eigenfunctions 
of a unified model Hamiltonian lie within the Sp(3,R ) irredu­
cible representation spaces. It is therefore of considerable 
interest to perform fully microscopic shell model calcula­
tions in an Sp(3,R ) basis2 to see if collective states emerge and 
to discover the goodness ofSp(3,R) symmetry. As a prelude 
to such calculations, we consider the construction of an ex­
plicit Sp(3,R ) basis of shell model wave functions. 

An intrinsic dynamical group, that is complementary 
to Sp(3,R ), is O(N - 1), the group of orthogonal transforma­
tions of the N- nucleon coordinates after removal of the cen­
ter-of-mass. 3 Since the O(N - 1) and Sp(3,R ) actions com­
mute, nuclear shell model states can be classified according 
to their transformation properties under both groups. In this 
paper, we show how to construct a shell model basis that 
reduces the subgroup chains 

Sp(3,R PU(3PSU(3PSO(3), 
(1) 

O(N-1PSN' 

where U(3) is the symmetry group of the harmonic-oscillator 
Hamiltonian and SN is the symmetric group of space permu­
tations.4 The presence of SN is important because it means 
that spin-isospin wave functions of symmetry contragre­
dientto that ofthe Sp(3,R ) X O(N - 1) spatial wave functions 
can be combined with the latter to produce totally antisym­
metric nuclear shell model states. 

a) Present address: Department of Mathematics, Universidad Autonoma de 
Guadalajara, A v. Patria 1201, Lomas del Valle, 3ra. Seccion, Apdo Postal 
1-440, Guadalajara, Jalisco, Mexico. 

II. REPRESENTATIONS OF Sp(3,R) 

A convenient basis for the complexification of sp(3,R ) is 
given by the quadratics 

_l"tt B-~" Aij - - £".ainajn , ij - £".ainajn , 
2 n 2 n 

(2) 

Cij = ~ I(aTnajn + ajnaTn)' 
2 n 

where (aTn) and (a in ) are the harmonic-oscillator step-up and 
step-down operators for A particles in three dimensions. 
They satisfy the boson commutation relations 

[aTm,aJn] = [aim,ajn ] =0, 

[ aim ,aJn] = o/jmn 
and act on L 2(R 3A ) 

(xla;nlVi") = -l-(Xin + ~) (xlVi"), 
J2 aXin 

(xlaTnlVi") = -l-(Xin -~) (xlVi"), 
J2 aXjn 

(3) 

(4) 

where L 2(R 3A ) is the space of square integrable functions of 
the nucleon coordinates (x in ; i = 1,2,3, n = 1, ... ,A ). By put­
ting A = N - 1, where N is the nucleon number, and by re­
garding the (x in ) as Jacobi relative coordinates, spurious cen­
ter-of-mass contributions to the collective dynamics are 
eliminated. 

The action of the sp(3,R ) Lie algebra implied by Eq. (2) 
integrates to a unitary action of the Sp(3,R ) group. 

To construct a unirrep, we seek a lowest weight state 
Vi" m (more conventionally called a highest weight state) satis­
fying 

Bij I Vi"m) = 0, iJ = 1,2,3, (5) 

CijlVi"m) =0, 1<;4<3, (6) 

Cjj I Vi"m) = (mi + A /2)1 Vi"m), ; = 1,2,3, (7) 

where m = (m i,m2,m3), a triple of integers, denotes the num­
ber of harmonic-oscillator quanta in the three Cartesian di­
rections. The carrier space JiY'" for the above unirrep is then 
given by 

JiY"'=span{p(g)IVi"m); gESp(3,R)J. (8) 

Observe that Eqs. (6) and (7) also define a lowest weight 
state for a U(3) unirrep with carrier space 
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JY;;' = span I p(u)1 I/'m); u E V(3)). (9) 

Evidently we can also identify JY;;' as the subspace of states 
in JY'" satisfying Eq. (5). This subspace will be referred to as 
the V(3) lowest weight space. 

Basis states for JY;;' can be labeled by the V(3) Gel'fand 
patterns 

Such basis states satisfy 

ml>n; >m2>n~ >n3, 

n; >n;'>n~. 
(10) 

eij I 1/';;) = (ni(a) + A 12)1 1/';;). i = 1,2,3, (11) 

where nita), the number of oscillator quanta in the ith Carte­
sian coordinate direction for the state a, is given by 

(12) 
n3(a)=m l +m2+m3-n; -n;. 

Basis states for JY'" are obtained by the action of a basis 
of polynomials in the (A ij) raising operators on the JY;;' basis. 

III. REPRESENTATIONS OF O(A) 

The unitary action of the O(A ) group on L 2(R 3A) is 
defined by 

[£T(t)1/' ](x) = I/' (xt), tEO (A ). (13) 

This induces the realization of the o(A ) = solA ) Lie algebra 

3 

- i I (a!makn - aknakm)' (14) 
k=1 

To construct irreducible representations of SOIA ), we 
must first specify a Cartan subalgebra. A convenient choice 
is the span of the commuting operators 

HI = J 12, H2 = J34,· .. , H, = JA _ I.A' or JA -2.A - I' 

(15) 

where H, = JA -I.A or JA _ 20A _ I according as A is even or 
odd. An irreducible SOIA ) representation is then defined by a 
lowest weight state I/' and the corresponding I-tuple of eigen­
valuesj= (m l,m2 .... ,m[), where 

(16) 

To explicitly construct a lowest weight state, it is con­
venient to first introduce the elementary functions5 

tPI(X) =XI + iX2 , 

tP2(X) = X3 + iX4 , etc .• 

where we use the notation 

(Xn, Yn, Zn) = (x ln , x 2n , x 3n )· 

(17) 

(18) 

These functions evidently have weights (1,0, ... ,0), (0,1.0, ... ,0), 
etc., respectively, and serve as building blocks for lowest 
weight states. One sees that, for A>6, the square integrable 
functions 

(19) 
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(20) 

with Ai >0, are highest weight states; i.e., lowest with respect 
to a reverse ordering of the Cartan operators, Eq. (15). Thus 
pm defines an SOIA ) representation 

j = (m l , m 2 , m 3 , 0, ... ,0). (21) 

It is known that the only SOIA ) representations that 
occur in L 2(R JA) are of the type (21) with m I' m 2, m3 taking 
integer values. 6. 7 

In fact, we need to consider O(A ) rather than SOIA ) be­
cause only O(A) contains the symmetric group S N 

(N = A + 1) as a subgroup. Now, when A is odd, the repre­
sentation spaces for O(A ) and SOIA ) are the same. 7 But, when 
A is even, an O(A ) representation space, in general, contains a 
conjugate pair ofSO(A ) representations (m l , m2, ... , m,) and 
(m l , m 2, ... , - mil with m l >m2>· .. >m,>0. However, for 
the representations occurring in L 2(R 3A) this extra compli­
cation does not arise provided A> 7, for then A is odd or 
m, =0. 

Since the above Sp(3,R ) and O(A ) operators commute, 
states in L 2(R 3A) can be labeled according to their transfor­
mation properties under both groups. Now it is known that 
the decomposition of L 2(R 3A) into irreducible 
Sp(3,R )XO(A) subspaces has two important properties. 
Firstly, the decomposition is multiplicity free and secondly, 
the two subgroups Sp(3,R ) and O(A ) are complementary in 
that a unique representationj = (m"m 2,m3,0, ... ,0) of O(A ) 
occurs in combination with the Sp(3,R) representation 
m = (m l ,m2,m3 )3. Thus a single label m serves to label unir­
reps of the direct product group Sp(3,R ) X O(A ). In an ob­
vious extension of the definitions (8) and (9) of dYm and dY;;' 
we now define H m to be the carrier space for the 
Sp(3,R ) X O(A ) unirrep m and H;; to be the carrier space for 
the corresponding lowest weight V(3) X O(A ) unirrep space. 

As a consequence of the above, basis states for H m can 
be constructed with labels A and v, where A indexes an 
Sp(3,R ) basis, constructed as indicated in Sec. II and 

v= 

m l m2 m3 ° ... ° 
m; m; mi ° 
ml' m; m~ ° ... 

miA-I) 
I 

(22) 

indexes an SOIA ) Gel'fand basis. Similarly, a basis for H;;' 
can be constructed with labels a and v, where a indexes a 
V(3) Gel'fand basis Eq. (10) and v is again given by Eq. (22). 

Wave functions of L 2(R 3A) are customarily expressed 
in the form 

I/'(x) = e- R '/2p(x), (23) 

where R 2 = ~inx7n and, in a harmonic-oscillator basis, P (x) 
is a polynomiaL Since 
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al/l (x) = e - (J/Z)R ,(~ - Xill)P (X), 
aXill ax", 

(24) 

it follows, from Eqs. (2) and (4) that 

A .. I/I(x)=e-II/Z)R'I(x. _1-~) 
Ij " '" 2 ax i" 

X(Xj" - i.~)P(X)' 
2 axj " 

Bijl/l(x) = e-1IIZ)R' 1- L a
2 

PIx), 
4 n axill aXin 

(25) 

Cij 1/1 (x) 

=e-1IIZ)R'(L(Xi " - i.~)~ +8ij~)P(X). 
n 2 axi" aXjn 2 

Introducing the Laplacian 

(26) 

and observing that 

(27) 

Eq. (25) becomes 

Aij 1/1 (x) = e - (IIZIR 'e - od /4Qij e
od /4p (x), (28a) 

Bijl/l(x) = e-(1I2IR'e- od / 4i. L a
2 

~/4p(X), (28b) 
4 n axinax}" 

Cijl/l(x) = e- (1I2IR'e- od /
4(Eij + 8ijA /2)~/4P(X), (28c) 

where Qij is the Cartesian quadrupole moment 

(29) 

" 
and 

(30) 

is an element of gl(3,R ), the Lie algebra of the general linear 
group in three dimensions. Equation (28c) is simply an 
expression of the well-known isomorphism between gl(3,R) 
and the complexified u(3) Lie algebra. 

Now, if 1/1 is in the V(3) lowest weightspace~ Eq. (9), 
then Bij 1/1 = 0 and, by Eq. (28b), 

a2 

L P(X) =0. (31) 
,. axi"axj ,. 

Hence, ..:i P (x) = 0 and . 
~/4P(X) = Pix). (32) 

It follows from these equations and Eq. (28c) that the polyno­
mials P (x) corresponding to states in the V(3) representation 
space ~ are harmonic and homogeneous of degree 
m l + m2 + m3 and carry an irreducible (nonunitary) repre­
sentation (m j ,m2,m3 ) of GL+{3,R). Thus we may define a 
basis of harmonic homogeneous polynomials {P;;',,} for an 
irreducible representation of GL+(3,R )xO(A), with a in­
dexing a GL+{3,R ) Gel'fand basis and v indexing an SOIA ) 
Gel'fand basis. Then, from the definition, Eqs. (to) and (11) 
of the u(3)-gl(3,R) Gel'fand basis, we have 
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EjjP;;',,(x) = n;(a)p;,..(x), (33) 

and the corresponding states {f/l:v J carry a unirrep m of 
V(3)XO(A) and provide a basis for H';. 

The construction of these polynomials is discussed in 
the following section. In concluding this section, we remark 
only that, to augment the V(3)XO(A) representation space 
H'; to the representation spaceHm for Sp(3,R )XO(A), we 
have simply to apply the sp(3,R ) raising operators (A ij) repea­
tedly to each of the 11/I: .. } basis states. Then, using Eq. (28a), 
we note that 

[Aij X··· XA 1k ] t,b; .. (x) 

= e- (IIZIR'e- od
/

4 [Qij X "'XQlk ]P; .. (x). (34) 

Thus, it follows that a basis of polynomials for H m can be 
constructed of the form { F,,(Q)P; .. (x)], where 1 Fq(Q)] are 
polynomials in the {Qij J . 

IV. POLYNOMIALS FOR H; 
We wish to construct the harmonic homogeneous poly­

nomials 1 p; .. J on R 3A that carry a left representation 
(m l ,m2,m3 ) of GL+(3,R) and a right representation 
(m l ,m2,m3,0, ... ,0) ofO(A). Thus we want polynomials satis­
fying 

d, 

p; .. (gx) = I r;;P(g)p;,,(x), g E GL+(3,R), (35) 
(J=I 

d, 

p; .. (xc) = I p;/t!xJD;:' .. (c), c E O(A), (36) 
1'=1 

where r m and D m are, respectively, the representation ma­
trices for GL+(3,R ) and OrA ). Note that the required repre­
sentation for GL+(3,R), being of finite dimension d l is not 
unitary. 

Now any x E R 3A can be factored 

x = bEe, (37) 

where b is a positive symmetric 3 X 3 matrix defined by 
b 2 = xx, E is the 3 XA matrix 

(38) 

and e E OrA ). It follows that, with this factorization, 
d l d2 

P;;',,(x) = L L r;;P(b)pp#(EJD;:',,(c). (39) 
{J= II' = I 

Thus to discover the general form of a polynomial P;v' we 
need to consider the three factors in this equation. 

Consider first the GL + (3,R ) matrix r mId ) for d a diag­
onal matrix d = diag(dl ,d2,d3). From Eq. (33), it follows that 

(40) 

with 

f;(d) = d 7,(a1d ~,(a)d ~3(a). (41) 

Since any general linear matrix g can be factored 
g = r l dr2 with r J and rz rotations, it remains to consider 
r;p(r) for r E SO(3). Let C(8LM;ma) be the linear transfor­
mation from the GL+(3,R) Gel'fand basis to a 
GL+(3,R PSO(3PSO(2) basis and let C(ma;8LM) be the 
inverse transformation, where 8 is a multiplicity index. It 
then follows that for r E SO(3) 
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r:;'p(r) = I C(ma;8LM)1»I;.{N(r)C(8LN;m{3), (42) 
fjLM 

where 1» L is a Wigner rotation matrix. 
For arbitrary g = r 1 dr2E GL+(3,R ),rm(g) is evidently 

given in a GL+(3,R ):)SO(3):)SO(2) basis by 

where 
(43) 

r~N,fj'L'N,(d) = IC(8LN;ma)f:;'(d)C(ma;8'L 'N'). 
u 

(44) 

Consider next the d 1 Xd2 matrix [P:;'v(E)j and recall 
that v indexes an SOIA ) Gel'fand basis Eq. (22). It will be 
supposed that this basis is ordered such that the first d I vec­
tors correspond to patterns of the type 

m 1 m 2 m3 0 ... 0 

m' I m; 0 ... 0 

mi' 0 ... 0 
v= 

0 0 
(45) 

o 
One observes that there are indeed just d I such Gel'fand 
patterns since they are in one-to-one correspondence with 
the U(3) or GL+(3,R ) patterns ofEq. (10). Observe too that 
the corresponding basis vectors are all O(A - 3) invariant 
and in fact span the maximal O(A - 3) invariant subspace of 
the full O(A ) representation space. 

The construction of the required polynomials is now 
facilitated by use of the following theorems proved in the 
Appendix. 

Theorem 1: If vm is the carrier space for an irreducible 
representation (m 1,m 2,m 3 ,0, ... ,0) ofO(A), then the maximal 
O(A - 3) invariant subspace V;;' of vm carries an irreducible 
tensor representation (m 1,m2,m3 ) ofGL+(3,R). 

Theorem 2: In the above ordered basis, P:;'v (E) = 0 for 
v> d 1 and the d 1 Xd1 submatrix (P :;'p(E );a{3 = 1, ... ,dtl is a 
linear transformation from the O(A ) Gel'fand basis Eq. (45), 
for V;;' to the GL+(3,R) Gel'fand basis. 

From these theorems, it follows immediately that a ba­
sis of polynomials is given, in the GL+(3,R ):)SO(3):)SO(2) 
and O(A ) Gel'fand bases, by 

PSLMv(X) = I rSLM,lJ'L'M,(b fC(8'L 'M';m{3)D'l/v(c), 
lJ'L'M'p 

(46) 
where rm is given by Eq. (43) and 

_ d, 

C(8LM;m{3) = I C(8LM;ma)P:;'p(E) (47) 
a=l 

is the linear transformation from the O(A ) Gel'fand basis for 
V;;' to the GL+(3,R ):)S0(3):)SO(2) basis. 

V. AN Sp(3,R)xO(A) BASIS FOR THE SHELL MODEL 

We now have, from Eq. (46), a basis for the U(3)XO(A) 
spaceH;;' 

(48) 

3548 J. Math. Phys., Vol. 25, No. 12, December 1984 

It can be augmented to a basis for the Sp(3,R ) X O(A ) repre­
sentation space H m by multiplying each basis state in H;;' by 
a complete set of polynomials in the symmetric tensor 
Q (x) = xx as noted in Sec. IV. 

Now the matrix elements r ~.:fi,T 'M' (g) of the (2,0,0) rep­
resentation of GL+(3,R ) are expressible 

rlft::2'w(g) = I I 
a +/3=M r+fj=M' 

X(lla{3ILM)(llybIL'M')garg/3fj, (49) 

where (gu/3) are the components of g E GL+(3,R) in the 
spherical coordinate system and (1Ia{3ILM) is an SO(3) 
Clebsch-Gordan coefficient. For L = 2 andL' = 0, Eq. (49) 
becomes 

For L = L ' = 0, Eq. (49) becomes 

1 
r ~~~)( g) = -5 I( - l)u + /3gapg - u, - /3' 

up 
(51) 

For any x E R 3A we can setg = bin Eqs. (50) and (51), where 
b is the symmetric 3 X 3 matrix for which b 2 = xx, and ob­
tain 

r~2f}:~(b) ex:: Q2M(X), 

r~~~)(b) ex:: Qoo(x), 
(52) 

i.e., the quadrupole and monopole moments, respectively. It 
follows that a basis of polynomials in Q (x) is given by 
[r~LM,OO(b)j, where n = (n 1,n2,n3) is a GL+(3,R) represen­
tation realizable as a symmetric product of (2,0,0) represen­
tations. The n-representations realizable in this way are well 
known and are given by the set of all even integers n l,n2,n3 
satisfying the inequality 

(53) 

Thus a basis for H m is given by the set of wave functions 

where L1 is the Laplacian Eq. (26), r n is defined by Eq. (43) 
and pm by Eq. (46). This basis can evidently be coupled to 
good U(3):)SO(3) symmetry in an obvious way. 

Finally, note that H m is not a shell model Hilbert space. 
The shell model space is the space of totally antisymmetric 
combinations of L 2(R 3A) spatial wave functions and spin­
isospin wave functions. To obtain a shell model basis for a 
unirrep m ofSp(3,R ), we must therefore, first transform the 
above SOIA ) Gel'fand basis to a OrA p S N basis, where S N is 
the symmetric group for N = A + 1 nucleons. 

LetK (mv;€[f]O') denote a transformation coefficient for 
the above change of basis, where [f) labels a S N unirrep, 0' a 
basis for this representation, and € is a multiplicity index. We 
can now define the fully antisymmetric functions 

(55) 

where [X!!l j is a basis of spin-isospin wave functions for a 
representation L{] of S N contragredient to [f). 
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Thus, we obtain a shell model basis for an Sp(3,R ) unir­
repm 

A. m€[fl (x) 
~ n8jLIMlli2L2M2 

= e-(1I2)R'e-,J,/4r" (b)pmE[fl (x). (56) 
liJL,M •• O 6zL zM 2 

VI. SUMMARY 

In summary, we have found an Sp(3,R )XO(A ) basis of 
wave functions 

= e- 1IIZ)R'e-,J,/4r" (b )pmE[f] (x) (57) 
6 IL]M,.OO {j2L ZM 2 

for the nuclear shell model, where r n is a GL+(3,R ) repre-
sentation matrix, in a GL+(3,R )::JSO(3) ::JSO(2) basis, given 
explicitly in Eq. (43), b is the symmetric 3 X 3 matrix defined 
by b Z =xx and 

P~'{f1(x) = I r~M,{j'L'M·(b) 
SL'M'K 

X (mo'L 'M'Ia(e)lmE[!]K)XFJ, 

x = bEe, eEO(A). (58) 

Note that the second factor on the right ofEq. (58) is an O(A ) 
matrix element between an O(A )::J S N basis state on the right 
andaGL+(3,R PSO(3PSO(2) basis statefor the O(A - 3) 
invariant subspace of the O(A ) m-representation space on the 
left. It was related previously to the O(A ) matrix elements 
D p'v(e), in a Gel'fand basis, by 
(mo'L'M'Ia(e)lmE[f]K) 

= IC(o'L 'M';m{3)Dp'v(e)K(mv;£[f]K}, (59) 
flv 

where C and K are the linear transformations of the basis. 
The third factor X ~lJ in Eq. (58) is a spin-isospin wave func­
tion of symmetry [J] contragredient to the symmetry [f] of 
the spatial wave function so that the combination is fully 
antisymmetric. 

In practical applications, it is convenient to work with a 
basis of shell model wave functions that reduce the subgroup 
chain 

Sp(3,R PU(3):>SU(3PSO(3):>SO(2). (60) 

Such a basis is now obtained simply by the unitary transfor­
mation 

d\ 0 0 0 

¢ ~~WLM = I ((An,un )o\L\M\;(Am,um )8zL zM z l 
o}L,M/}2L ZM 2 

(A )oLM)A. mE[fJ xp ,u 'f' pn{j,L,M,{j,L,M,' (61) 

where 

(62) 

the transformation coefficient is an SU(3) Clebsch-Gordan 
coefficient, and p is a multiplicity index. 

In order to assist in the interpretation of the collective 
content of microscopic shell model wave functions we would 
further like to discover the transformation coefficients 
between the basis states of the subgroup chain (60) and those 
of the chain 

Sp(3,R PCM(3PSO(3):JSO(2). (63) 

However, we have not yet succeeded in finding them. 
Note added in proof; Subsequent to submission of this 

manuscript, one of us has developed recursion relations for 
the overlaps of the above basis states, using coherent state 
theory, and shown how to transform them into an orthonor­
mal basis and calculate Sp(3,R ) matrix elements [D. J. Rowe, 
J. Math. Phys. 25, 2662 (1984)J. 
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APPENDIX 
Theorem 1: If vm is the carrier space for an irreducible 

representation (m\,m2,m3,0, ... ,0) ofO(A), then the maximal 
O(A - 3) invariant subspace V;;' of V m carries an irreducible 
tensor representation (m\,m2,m 3 )ofGL+(3,R ). To prove this 
theorem we need the following propositions. 

Proposition 1: Ifg E GL(3,R ), there exists some G E O(A ) 
of the block form 

G= ~[~ ~], (AI) 

where k is a positive number. 
Proof: The proposition is obviously true if g E 0(3) with 

k= 1, A =B=O, and C=IA _ 3 • Thus, since any 
g E GL(3,R ) can be factored g = r\ drz, where r\,r2 E 0(3) 
andd is diagonal with entriesd\;;.d2;;.d3 > 0, it is sufficient to 
consider such diagonal matrices. For g = d, one can evident­
ly construct an O(A ) matrix 

0 '0 
0 dz 0 (di _d~)\/2 0 '0 , 

1 0 0 d3 0 
G= -

_ (d~ - d~)1/2 d\ 0 0 d2 

0 0 - (di - d~)\/2 0 
- - - - - -0 0 0 0 

which completes the proof. 0 
Proposition 2: The dimension of V;;' is equal to the di­

mension d 1 of the GL+(3,R) representation (ml,m2,m3). 
Proof: Construct an ordered basis for vm such that the 

first d I basis vectors correspond to O(A ) Gel'fand patterns of 
the type shown in Eq. (45). These are O(A - 3) invariant and 
span the O(A - 3) invariant subspace V;;'. Now observe that 
these patterns are in one-to-one correspondence with the 
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(di _d~)1/2 ,0 

0 '0 
(A2) 

I 

d3 ,0 

0 'I 
I 
GL+(3,R) Gel'fand patterns ofEq. (10). 0 

Proposition 3: In the above ordered basis, the d l Xd l 

submatrix T of the matrix 

(A3) 

for the O(A ) representation (m 1,m2,m3 ,O, ... ,0) depends only 
on the elements of the 3 X 3 submatrix a of the O(A ) matrix 
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(A4) 

Proof Define S (a) to be the set of all O(A ) matrices with 
left upper 3 X 3 submatrix equal to a; i.e., 

Sial = {G E O(A); G = (: :)}. (AS) 

Evidently S (a) is invariant under both left and right multipli­
cation by a group element 

h = (~ ~). U E O(A - 3). (A6) 

Thus S (a) is a double coset in the double factor space 
O(A - 3)\O(A )/O(A - 3). Now D m(h) is of block form 

(1 WO). Dm(h) = ~' (A7) 

It follows that 

T(hG) = T(Gh) = T(G). (AS) 

In other words, Tis a function only of the double cosetS (a). 0 
Proposition 4: The polynomials ( P';:v;a = 1, 

... ,d»v = 1, ... ,d2 J on R 3A that carry a left representation 
(m),m 2,m3 ) of GL+(3,R) and a right representation 
(m),m 2,m3,0, ... ,0) of O(A) have the property that, in the 
above ordered basis, 

(A9) 

where E E R 3A is defined by Eq. (3S). 
Proof: Observe that E is O(A - 3) invariant; i.e., for 

h E O(A ) given by Eq. (A6), Eh = E. Furthermore, in the or­
dered basis, D m(h ) is of block form (A 7). Thus, 

for any U E O(A - 3), implying Eq. (A9). 
Proposition 5: The d) X d) matrix 

a,/3 = 1, ... ,d)J is nonsingular. 
Proof: By Proposition 4 

o 
[ P;;p(E); 

(All) 

It follows, by Proposition 3, that, for r<d p P;;y(EG) is a 
function only of k -)g and that 

d, 

P;;y(gE) =P;;y(kEG) = I P;;p(kE)DP'r(G). (AI2) 
p~) 

Now (P;;'p(E)) singular means that there exist some 
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numbers (...ta) such that 1:aAaP;;p(E) = ° which, since the 
( P;;v J are all homogeneous of constant degree, means 
1:aAaP;;'p(kE) = 0, which in tum, by Eq. (AI2), means 
1:aAaP;;y(gE) = ° and 

IAaP;;y(gE)D;;:'(e) = IAaP;;v(gEe) = ° (A13) 
a,p 

for any e E O(A ). Since almost any x E R 3A can be expressed 
as a product x = gEe for some g E GL+(3,R ), e E O(A ), it 
follows that (P;;p(E)) singular implies 1:aAaP~(X) = ° for 
any x E R 3A. But this is impossible because the polynomials 
( P ~ J are a basis for an irreducible representation of the 
group GL+(3,R )XO(A) and must, therefore, be linearly in­
dependent. 0 

Proof of Theorem 1: Since the elements of D m( G) are 
homogeneous polynomials of degree (m) + m 2 + m 3 ) in the 
elements of G, it follows, by Propositions 1 and 3 that we can 
define the d) Xd) array of functions ofGL+(3,R) 

T;;p(g) = k m, + m, + m'D ;;p(G), a,/3 = l, ... ,d). (AI4) 

The identity P;;y(gE) = P ;;y(kEG), for r<d), now implies 

Ir;;p(g)ppy(E) = IP;;p(E)Tpy(g). (AlS) 
p p 

Since (P;;p(E)) is nonsingular, this equation means that Tm 
is a representation of GL + (3,R ) equivalent to the irreducible 
representation r m and that ( P;;p (E )) is the intertwining op­
erator. 0 

Theorem 2: In the above ordered basis, P;;v (E ) = ° for 
v> d) and the d) Xd) submatrix (P;;'p(E); a,/3 = l, ... ,d)) is a 
linear transformation from the O(A ) Gel'fand basis for V;;' to 
the GL+(3,R ) Gel'fand basis. 

Proof: This theorem follows immediately from Propo­
sition4and Eq. (AlS) and thefact thatr m was defined as the 
representationofGL+(3,R )inaGL+(3,R ) Gel'fandbasis.D 
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Electrons moving in a crystal weakly coupled to a random reservoir 
Arnaldo C. R. Nogueira 
Instituto de Matematica, UFRJ, Rio de Janeiro, Brazil 
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We present here an illustration of the difference between static and temporal disorders. We 
consider a model which is modification of one previously introduced by Martin and Emch, to 
discuss the mechanism of the long-time, weak-coupling limit in statistical mechanics. It consists 
of an electron moving in a crystal where impurities are randomly scattered. We introduce a 
stochastic time disorder in the potential and prove that this new stochastic dynamics converges to 
a semigroup law without the limitations occurring in the work of Martin and Emch, i.e., the short 
time restriction and in any space dimension. 

PACS numbers: 72.lO.Fk, 02.50.Ey 

I. INTRODUCTION 

We here construct a Hamiltonian model for which we 
can prove the existence of the so-called Van Hove's long­
time, weak-coupling limit. lOur system will be described by 
a time-dependent Hamiltonian of the form 

H(t) =Ho +AV(t). 

The free Hamiltonian Ho is diagonal in the momentum re­
presentation. A is a dimensionless parameter which mea­
sures the strength of the interaction. V (t ) is a potential ran­
dom in time and space defined by a multidimensional 
stationary Gaussian process un (t), na?, t»O, with zero 
mean, and time-dependent correlation functions given by 

(un(t)um(s) =gn_me-c(t-sj
', 

V n,ma}, s,t»O. The parameter c> ° indicates the random 
time dependence, in the sense that if c = 0, the electron 
moves in a static random medium. 

Weare able to prove the convergence of the expected 
value of this model's wave packet as A~ and 7 = A 2t re­
mains constant, for all rescaled time 7. This result is an im­
provement on the ones already obtained for other models. 

The proof of our result consists of checking the hypoth­
eses of a theorem on asymptotic analysis of random differen­
tial equations proved in Ref. 2. This result imposes a strong 
mixing condition on the model's dynamics. 

We were motivated by the work of Martin and Emch, 3 

where they constructed the first nontrivial model to show all 
the phenomenon proposed by Van Hove for which the weak­
coupling limit could be controlled rigorously through the 
perturbation expansion as suggested by Van Hove. The Mar­
tin-Emch model consists of an electron moving in a crystal, 
represented by the lattice 'I}, where impurities are located, 
and has a Hamiltonian of the form H 0 + A V. The potential V 
is given through a static real Gaussian stochastic process. 
Martin and Emch successfully obtained from the microscop­
ic dynamics the macroscopic one described by the so-called 
Master equation. They succeeded in controlling The Dyson 
expansion series for the solution of the stochastic equation, 
but a radius of convergence 70 appeared. That is, the long­
time weak -coupling limit is computed only for 0< 7< 70, This 
restriction is unexpected since it has no physical explana­
tion, although it seems to be a consequence of the method 
used in their proof. Spohn4 extended their result for func-

tions of the momentum, but the time restriction still ra­
mained. Also quoted by Martin and Emch and Spohn, as 
unsatisfactory are (i) the deep dependence of their proofs on 
the electron-type dispersion law, if this law is slightly altered 
their proof does not work out; and (ii) the restriction on the 
dimension of the lattice. We emphasize that our proof has no 
time restriction, permits the use of other dispersion laws, and 
holds for models with any finite dimensional lattice. 

In this work, we also link our result with the one ob­
tained by Martin and Emch, although their model has a dif­
ferent dynamics. We have introduced an assembly of models 
indexed by the parameter c, where for each model there is no 
time restriction on the validity of the result macroscopic 
equation. We prove that as c~ (i.e., as we weaken the medi­
um random, time dependence), our macroscopic dynamics 
converges strongly to the one obtained by Martin and Emch. 

II. DESCRIPTION OF THE MODEL 

According to the formalisms of Hamiltonian mechan­
ics, our model consists of an electron moving in a crystal 
weakly coupled to a reservoir that scatters impurities on the 
crystal. 

Our free system is represented by the Hilbert space co/', 
the reservoir is gi ven by the Hilbert space Y, and the system 
plus reservoir by co/' ® Y. The Hamiltonian on co/' ® Y is 

H=HYr ®I+I®H.'7 +AHj , 

where HYr is the free Hamiltonian, Hy is the reservoir Ha­
miltonian, AH[ represents the interaction between the two 
entities, and A is a dimensionless coupling parameter mea­
suring the strength of the interaction causing collisions. 

Here, we work in the same framework used by Emch 
and Martin3 (for a more general structure see Ref. 4). We 
consider co/' = ,2"2(Z3) and Y = ,2"2(fl,.sf, PI, where the 
triple (fl,.sf,P) is a probability space. The Hamiltonian HYr 
is defined by its momentum representation in the Hilbert 
space ,2"2(B), where B = [ - 1T,1TP, 

(HYr¢ )(0) = 0 V) (0), 

where 0 = (01,02,OJlEV, 0 2 = O~ + 0; + O~, 

¢(O)= _1_ I ein9
¢n. 

(21T)3/2 nEZ' 
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The dispersion law Or-+{) 2 is discussed below. 
We introduce the dynamics of the reservoir as one sees 

it in the Schrodinger picture of the coupled system. We con­
sider a group of measure-preserving transformations 
{T(t ):tER} acting in (fl,d,P). Using these transformations, 
we define a strongly continuous group of unitary operators 
acting in Y: 

U y (t )if(· )EY f-+/( T (t ) [ .J )EY. 

We call By the self-adjoint operator which generates the 
group U y (t ). 

The interaction law is given by 

where (P" I)m = D"m 1m' for every IE 7r', Dnm = 1, if 
n = m, and 0, otherwise, and (QnS)(w) = v,,(w)S(w), for ev­
ery SEY. 

As one can see in Ref. 2, the interaction with the reser­
voir has the effect on the free system of a time-dependent 
perturbation. The dynamics in 7r' satisfies the following ini­
tial-value problem (for details see Ref. 2): 

d</J;. (t) = AV JY(t )</J;. (t), </J;. (0) = </JE 7r', (2.1) 
dt 

where 

v JY(t) = ie - itH!k~ LV" (T(t)[.] )PneitH",. 
nEZ' 

(2.2) 

We should observe that the operator V:W' (t ) is unbound­
ed (Theorem 4.1), so we have to prove that (2.1) is well de­
fined for all wEll, but a set of measure zero. Because of the 
unboundedness of V:Jf"(t), Martin and Emch and Spohn3

•
4 

considered a finite cutoff in the lattice 71.? and extended the 
dynamics to the whole ',l,3 through an infinite-volume limit. 
We shall avoid this procedure working with unbounded op­
erators. 

We call 

vn(t)[.J =v,,(T(t)[·]). 

The transformations T(t), tER, are given by the follow­
ing conditions: 

(i) E {vn (t )} = 0, 
(ii)E{v,,(t)vm(s)} =g,,_me-clt-sJ', (2.3) 

where c is a positive constant. Here E {.} stands for the inte­
gration over fl with respect to P. The constant c will work as 
a (fixed) parameter through our entire analysis. This means 
that for each c we have a distinct model, as c gets smaller 
each system becomes a weaker modification of the so-called 
Martin-Emch model. 3 The term "weaker modification" will 
be fully understood later. 

The g" 's satisfy the following conditions: 
(i) gn =g _", 

(ii) IIglll = I,lgn I < 00, 
nEZ' 

(iii) g(()) = ---4n I,gn ei
"l1 > 0, 

(21T) nEZ' 

for every ()E B. 

It is clear that g is a continuous function. 
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(2.4) 

III. ASYMPTOTIC ANALYSIS 

We want to show that the system described in Sec. II 
fulfills all the conditions imposed by the theorem proved in 
Ref. 2. 

We say that W is a random operator acting in 7r' when 
for each </JE7r' there exists a set fl '" of full measure, such that 

W (w )</JE7r', 
for every wEll",. 

We first prove that Eq. (2.1), which describes the dy­
namics of the system, makes sense. This means that, for each 
tER, Vw(t) (2.2) is a random operator acting in 7r'in the 
sense given above. 

Lemma 3.1: For every </JE7r', 

V</J = L vnPn</J a.e. 
nEZ] 

is a well-defined random vector in 7r'. 
Proof Let </JE 7r' be fixed. 
From (2.4), it follows that 

E {IIV</J 112} = goll</J 112. 

Thus there exists fl",Ed, such that P(fl",) = 1, and for 
all wEll", 

V (w)</JE7r'. 0 

Next we show that the abstract framework of the model 
discussed in Sec. II satisfies the conditions imposed by the 
limit theorem in Ref. 2. We start proving that condition (B) 
of Sec. 2 (in Ref. 2) is satisfied. 

Lemma 3.2; There exists a positive constant C such that 
for every </J in 7r' and O<f<,s<J: 

(i) E II V JY(t)</J 112,,;;C 211</J 11 2, 
(ii) Ell VYY'(t)V JY(s)</J 112,,;;C 2 11</J 11 2, 

(iii) E II V.w>(t )VJF(s)</J 112,,;;C 2 11</J 11 2, 

(iv) Ell fdq V JY(q)</J 112 ";;C 2(t - s)ll</J 112. 
Proof We now prove part (i). 
Let </JE7r' and t;;;.O, we have 

E II V JY(t)</J 112 = EC~,Un(t)Pn</J'm~,Vm (t )Pm</J ) 

= E 2. Un (t fllPn</J 112 = goli</J 112. 
nEZ' 

We skip the proof of parts (ii)-(iv), since it follows from 
calculus analogous to the one used above. 0 

The next lemma gives the infinitesimal generator of the 
limit semigroup. This refers to condition (0) of Sec. 2 (in Ref. 
2). 

Lemma 3.3; There exists in dY', for each </JEdt', the 
strong limit 

1 it is s-lim- ds drE{V:w(s)VJY(r)</J}. 
t-oo too 

Proof Let </JEdt' and O";;r";;s. We have 

E {V:JF(s)V JY(r)</J } 

- 2. gn - me - cis - rJ2 Uo( - s)Pn Uo(s - r)p m Uo(r)</J. 
n.mEZ3 
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Therefore for each t/JeB, we have 

E{V K(S)V K(r)t/J }(B) 

= _e-c(s-r)2 i dBI i dB2e- iS()' 

x/(s-r)()ieir()~t/J(B )_1_ 
2 (217Y 

x I gn _ m ein(() - ().Jeim((), - (),). 
n,mEZ,3 

Recall that 

_1_ "ein()=8(B). 
(21T)3f2 nfl., 

We conclude, using (2.4), that 

E{V K(S)V K(r)t/J }(B) 

= e - c(s- rl'idBI e - i(s- rll()' - ()i'g(B - BI)t/J (B). 

Thus, for every t> 0, 

1 it is - ds dr E{V £,(s)V £,(r)t/J }(B) 
too 

[ 
1 (' (S , 

= - t Jo ds Jo dr e - c(s - rl 

X i dBI e - i(s - r)(() , - ()i'g(B - BI)]t/J (B). 

Consequently, for all BeB, 

1 it is lim - ds drE{VK(s)VK(r)t/J }(B) 
t~oo too 

= [-100 
dse-cs'i dBle-is(()'-()ilg(B-Bd]t/J(B). 

Using (2.4), for every t> ° we obtain 

1+ f ds f dr E{V K(S)V £,(r)t/J }(B) I 

';;;(21T)3/2l1glll i oo 
dre-cr'It/J(B)I. 

Thus, by the Lebesgue dominated convergence 
theorem, for every t/JEL'7r there exists the strong limit 

1 it is S - lim - ds dr E {V K(S)V K(r)t/J} 
t~oo too 

in K. o 
Definition 3.1: For each c;;'O, let V:K-Kbethe oper­

ator given by 

(Vct/J)(B) 

= [ - 100 
ds e - cs'i dBI e - is(()' - ()i'g(B - BI)]t/J (B) 

=[ -/ii (dBI g(B_BIle- 9 (()'-()1)/8C]t/J(B), 
2.jC JB 

for every t/JEL'7r. 
Lemma 3.4: For each fixed c > 0, Vc satisfies the follow­

ing conditions: 
(i) Vc is bounded, 
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(ii) thesemigroup ISc(r) = exp(rVc):r;;.0l iscontrac­
tive, 

(iii) there exists a constant A such that for every fixed 

I> ° and t/JEL'7r, 

II + f ds f dr E{V K(S)V K(r)t/J} - Vct/J II.;;; ~ Iit/J II· 
Proof Parts (i) and (ii) are trivial and their proofs are 

omitted. 
Take a fixed BeB, 

(Vct/J )(B) - - ds dr E{V J!P(s)V K(r)t/J }(B) 1 it is 
I 0 0 

= - f" dqe-Cq'i dBle-iq(()'-()i~(B-BI)} (3.1) 

+ ~ (' ds r dre- C(s-r)'l dBI 
I Jo Jo B 

X {e - i(s - r)(() 2 

- ()i'g(B - BI)t/J (B). 

We note that 

100 
dq e - cq'i dBI e - iq(() , - ()i'g(B - B

I
) 

=~ (' ds r dre- cls - r)21 dBI e-i(s-rll()'-()ilg(B_ B
I

) 

I Jo Jo B 

+ ~ (' ds ('''' dr e - cr'l dBI e - ir(()2 --- ()i'g(B - BIl. 
I Jo Js B 

We now substitute the above expression into Eq. (3.1) 
and then we majorize the term which is left. We obtain 

1+ f ds Loo dre-cr'i dBI e--ir(()'- ()ilg(B - Bl ) I 

';;;(21T)3/2llgI11 ~ (' ds (00 dr e - cr 
I Jo Js 

.;;; (21T)3f
2 

Ilglll ~. 
2c I 

This concludes the proof of the lemma. 0 
In order to show that the mixing condition imposed by 

the limit theorem in Ref. 2 is valid for our system, we need to 
mention a result found in Ref. 5. 

Let If J and Il'l be two sets of real-valued random var­
iables belonging to the same Gaussian system. Let m and m' 
be the o--algebras generated, respectively, by the events 
IfeB land Il'eB' l, whereBandB' are arbitrary Borel sets on 
R. Let lj and lj' be the closure in mean square of the linear 
span, respectively, of Ifl and If'). 

We now introduce a mixing coefficient relating the 0-­

algebras m and m'. 
Definition 3.2: We define 

/3 (m m')=su { IE I (g - Eg)(g' - Eg') II . gElj } 
, P Elf2Ig_EgI2Elf2Ig'_Eg'12'g'Elj' . 

We call 

a(m,m') = sup IP(AnA') - PIA )P(A ')1 
AEWl,A '€WI' 

the maximal correlation coefficient between the o--algebras 
m and m'. In Ref. 2, it is proved that under the above as­
sumptions 
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a(Wl,Wr) = f3 (Wl,Wl'). (3.2) 

We now define the u -algebras .f2i'!, ° <,s <, t <, 00, and the 
strong mixing coefficient of these u-algebras used by the lim­
it theorem established in Ref. 2. 

Definition 3.3: For every O<,s<,t<, 00, let .f2i'! be the u­
algebra generated by all cylinder sets 

Z (nt,. .. ,nk ;r,R ) = {liJEf}:(vny),···,vnK(r))ER J, 
wherekEZN+,n\> ... ,nkEZ3,s<,r<,t (in case t = oo,s<,r< (0), 
and RE B (Rk). Here B (Rk) stands for the u-algebra of 
Borel sets in Rk . 

Definition 3.4: We call a the strong mixing coefficient of 
the u-algebras .f2i'!, O<,s<,t<, 00, given by the relation 

rE(O,oo )t-+supa(.f2i'~,.f2i';'+ r)' 
1>0 

The next lemma is linked to condition (A) of Sec. 1 (in 
Ref. 2). 

Lemma 3.5: Let a be the coefficient established by De­
finition 3.4, then for every r;;;'O, 

air) = e ~ cr'. 

The proof of this lemma is done in Sec. IV. Let M iA I( t,s), 
for fixed O<,s<,t, be the propagator (or solution) operator of 
Eq. (2.1). The next result states that Eq. (2.1) is a strong 
mixing random differential equation. 

Lemma 3.6: For every ¢E£"and O<,s<,r<,t, V:w(r)¢ and 
MiA)(t,s)¢ are weakly .f2i'!-measurable. 

Proof· We only need to show that, for every t/JE£", the 
function 

liJE f1 f-+ (V ,r(r,liJ)¢,t/J) 

is .f2i'! -measurable. 

We rewrite (V ,r(r,liJ)¢,t/J) as 

LV n (r,liJ)W,p( - r}pn U ,r(r)¢,t/JJ 
n€Z;~ 

which is a linear combination of .f2i'!-measurable functions. 
Therefore V,r(r)¢ is weakly .f2i'~-measurable. 0 
The notions of strong and weak measurability are equi­

valent in a separable space (see Ref. 6). 
From trivial considerations on the solution of Eq. (2.1) 

formulated in Ref. 2, we conclude that, for fixed ° <,s<, t, 
MiA)(t,s) is a unitary operator [condition (C) of Sec. 2 in Ref. 
2]. 

We thus obtain by the limit theorem proved in Ref. 2: 
Theorem 3.1: For each fixed r;;;'O and ¢E£", in the weak 

sense 

liJ- lim E{MiA)(r/.tl 2,0)¢1 =Sc(r)¢. 
A-.o+ 

We have noticed that so far our analysis holds for a 
model consisting of any lattice Zd, where dEN. The method 
developed by Martin and Emch is carried out only for d;;;.3. 

IV. THE STATIONARY GAUSSIAN PROCESS {vn(t}} 

We will sketch here the construction of a probability 
space (f1,.f2i',P) and will define in this space a stationary 
Gaussian process which satisfies condition (2.3). We will fol-
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low the analysis developed by Hida in Ref. 7 which employs 
the notion of nuclear space together with the so-called 
Bochner-Minlos theorem. In order to state this result we 
consider E to be the nuclear space Y(R4) of all real-valued 
rapidly decreasing functions defined on R4 and its dual 
E * = Y'{R4).8,9 We recall that E * is also a nuclear space. to 

We conclude this section showing that the operator V 
(defined in Lemma 3.1) is unbounded and proving Lemma 
3.5. 

We say that C:sEEf-+C (5 )EC is a characteristic func-
tional on E (Ref. 7), if 

(i) C is continuous on E, 
(ii) C is positive-definite, and 

(iii) C (0) = 1. 

The Bochner-Minlos theorem states that, given a char­
acteristic functional Con E, there exists a unique probability 
measure P on the pair (E * ,.f2i'), where .f2i' is the u-algebra 
generated by all cylinder sets in E * (see Ref. 7, p. 65), which 
satisfies the equation 

CIs) = r exp(i(liJ,S»)P(dliJ). 
JE" 

Thus, in order to construct a generalized Gaussian pro­
cess (E *,P) as defined in Ref. 7, it is necessary that the ran­
dom variable liJf-+(liJ,s ) has a characteristic functional of the 
form: 

C (5 ) = exp(m{s) - ! k (5,5 )), 

where m(S) and K (5,5) are, respectively, its mean and vari­
ance. The stochastic process! Vn (t) I satisfies condition (2.3). 
With this in mind, we now define a suitable characteristic 
functional C. 

Let !snEY{R3):nEZ3J be an orthonormal basis in the 
Hilbert space oX = jf'2(R3), with norm /1·112 and inner pro­
duct (.,.Jz. Furthermore, we assume that Sn are real-valued 
functions. 

We call G the bounded self-adjoint operator acting in oX 
defined by the relation 

(4.1) 

From (2.4) it follows that g(O) is a continuous positive 
function on the compact set B, thus there exist the square 
root operators G 1/2 and G -1/2. 

Therefore, we can use G to define a new inner product. 
We call (''')G the inner product defined by 

(s,7])G = (Gs,7]b, 

for every S,7]EoX. Let oXG be the Hilbert space given by the 
completion of the linear space oX with respect to the inner 
product ("')G' 

Let 11·110 be the norm in the Hilbert space f) = jf'2{R4). 
We note that ifJEf), 

f(S,X)ER X R3f-+J{s,X)EC, 

then the function 

Is :XER
3f-+J(s,x) 

belongs to oX for almost all SER. 
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Let h')r be the inner product given by 

(f1l1,J(21)r = f: 00 ds(f~II,J~I)G' 
for every jlll,J(2IEq. We call qr the Hilbert space defined by 
the completion of the linear space q with respect to the inner 
product h')r' Let 11·lIr be the norm in the space qr' 

Our characteristic functional is then 

C:y E E t---+ exp( - IIYII~/2). 

By the Bochner-Minlos theorem this defines uniquely a 
probability measure P on (E *,.nf) such that 

C(y) = ( exp(i(w,y»)P(dw), JE' 
for every yEE. 

Set fl = E *. We now construct a stochastic process, 
namely v n(t), defined in (fl,.nf,P) which satisfies condition 
(2.3). 

We recall that through this section, c is a fixed positive 
constant. 

We define 

hc:SE~[(2c)1/4/[1T]exp( - 2c~)ER. 
For every nE'Z?, we set 

y n :(s,x)ER X R3t---+hc (s)S n (X)ER. 

Because SnEY(R3) and hcEY(R), Yn EE = Y(R4). 

Finally, we define the real-valued random variables Vn , 

for nEZ3, by 

WE fl t---+ (w,Yn)' 

For fixed tER, we call S (t ) the shift transformation given 
by 

y( .,.,.,.) E E t---+ y(. - t,.,.,. )EE. 

Thus [S (t ):tER) is a one-parameter group of transfor­
mations acting on E. This defines on (fl,d,P) a group of 
measure-preserving transformations [ T (t );tER) acting on fl 
as follows: 

(T(t)[w],y) = (w,S(t)y), 

for every wEfl and yEE. 
To each fixed nEZ3, we define the stochastic process 

Vn (t ):wEflt---+( T (t )[w ],y n ), 

for every t;>O. 
Clearly, we have for every y,;EE that 
(i) E [ (.,y)} = 0, 

(ii) E [(.,y)(.,;» = (y,;)r' 

It implies that [v n (t )} is a Gaussian stationary process 
which satisfies condition (2.3). 

We now prove that the interaction potential at t = 0, 

is indeed an unbounded operator. For this we use the follow­
ing corollary of the Borel-Cantelli lemma (see Ref. 11). 

Corollary: Let [Xk :kEZ+} be an independent Gaussian 
chain obeying the law ~(O, 1) in the probability space 
(fl,.nf,P),i.e.,E{Xk ) =OandE{IXk I2} = 1. Then we have 
that 
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P [w: the sequence X k (w) is unbounded} = 1. 

Theorem 4.1: There exists floEd, with P (flo) = 1, such 
that for every wEflo 

V(w) = I (W,Yn )Pn 
nEZ' 

is an unbounded operator acting in JY. 
Proof: It is sufficient to prove that 
P {wEfl: the chain (w,Yn) is unbounded} = 1. 
Recall that for each nEZ3 

Yn = hcSnEE, 

where [S n :nEZ3} is a basis in the space xG • 

Using the Gram-Schmidt orthogonalization theorem, 
we obtain an orthonormal basis [em :mEZ3} in xG • Thus 
[ Y m = (.,em ) :mEZ) is an independent Gaussian chain with 
the law ~(0,1). 

Because S n , nEZ3, can be written as a finite linear combi­
nation of en' nEZ3, the conclusion of the theorem follows 
from the above corollary. D 

In order to prove Lemma 3.5, where we define the 
strong mixing coefficient of our system, we need some defini­
tions. 

Clearly, the vectors 'TJn = G -1/2Sn ,nEZ3, form an or­
thonormal basis in xG • Using the Fourier transform, we ob­
tain that 

where for each nEZ3 

c = __ 1_ (dOe-in8 1 
n (217')3/2 JB (g(O ))112' 

We now prove Lemma 3.5. 
For convenience we work with the random variables 

Zn(t) = I cn_mvm(t), 
mEZ' 

nE'l}, t;>O, instead of vn(t), since both sets, [vn(t)} and 
{zn (t )}, generate the same u-algebras .nf!, O..;;s..;;t..;; 00 • 

Recall that Y = 5t'2(fl,.nf,P). For O..;;s..;;t..;; 00, let 

F! = {I anZn(rn) EY:amER, s..;;rm..;;t, 'tfmE'Z}}. 
nEZ' 

If Z = I anZn (rn )EF!, then 
nEZ' 

E [z2) = Ia~ < 00. 

nEZ' 

Let t> 0 and 1"..;;0 and take 

x = Ianzn(rn)EF~ 
neZ/' 

and 

such that E [X2} = E [y2} = 1. Consequently, we have that 

IE {xy} = I Ianbne-C(Sn-rnI21 
nEZ' 
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.;;;e-Cr', 

since Sn - rn >T, for all n61}. 

However, if for a fixed nE'Z}, we define x = Zn (t) and 
Y =zn(t + T), 

E {xy} = e-cr'. 

Then by Definition 3.2, 

p( .Jt .J"') -cr' .wo, .w t + T =e . 

Thus from (3.2) and Definition 3.4 follows that 

arT) = e-cr'. D 

v. CONCLUSIONS 

In Ref. 2, an analysis was developed to study the asymp­
totic limit of time-evolutions in Hilbert space through the 
use of random differential equations of the form (2.1). This 
analysis is a variation of the method presented by Cogburn 
and Hersh 12 and Papanicolaou and V aradhan. 13 One of the 
differences between the results proved in Ref. 2 and Refs. 12 
and 13 is that the result in the latter permits the random 
framework of the abstract model to be described by a Gaus­
sian system (see Ref. 14). 

With respect to the study of the validity of the van 
Hove's long-time, weak-coupling limit we have achieved 
some improvements. One is that we were able to construct a 
model for which the existence of this limit is not restricted to 
a finite radius of convergence. Another one is that the disper­
sion law 0 f---+ 0 2 can be modified and the proof does not col­
lapse. In particular, we can consider a phonon-type disper­
sion law which behaves as 

o f---+ ci 0 I 
for small 0 's, where c is a positive constant. 

We also would like to point out that the result obtained 
for the so called Martin-Emch model can be recovered as­
ymptotically from our assembly of models. We recall that, in 
our analysis, for each parameter c> 0, we have associated a 
quantum system. The so-called van Hove's limit of each sys­
tem dynamics is described by the semigroup 

Sc(T) = exp(TVc ), T>O. 

Consequently, if we show that as c~+, the semigroups 
SC (T) converge to a semigroup, namely SorT), which agrees 
with the one obtained by Martin and Emch, it means that 
when the new degree of freedom we have introduced is omit­
ted, we recover the original Martin-Emch model. Therefore 
we have proved that the weak-coupling limit of the dynamics 
of the Martin-Emch model holds for all rescaled time. 

The result that we need to establish in order to carry on 
this program is as follows. 

Theorem 5.1: For each fixed T>O 

s - lim Sc (T) = So(T). 
c--->o+ 

The semigroup (So(T) = exp(TVo):T>O} is the van 
Hove's limit obtained by Martin and Emch in Ref. 3. 
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The proof of Theorem 5.1 follows directly from the next 
lemma. 

Lemma 5.1: For every OEB, the path 

ae:cE[O, 00) f---+ i'" ds e - cs' 

X 1 dOl e - is(O' - O}lg(O - (1)EC 

is continuous at c = 0, uniformly on O. 
Proof: Let s> 0 and OEB. By using a simple expansion, 

we obtain 

Recalling that 

f '" cos x 2dx = f'" sin x 2 dx = [ii, 
-'" -'" 2 

after a convenient change of variable, one obtains a constant 
A, which does not depend on 0, such that 

I 
r dO /(sOt+ nO,) (0 _ 0 )1.;;:_l ___ A_

11 
II 

JB I g I ""s3/2 (217')3/2 g I' 

for every nE'Z}. 
We now show that ao is continuous at c = O. Take 

0< € < 1. There exists Xo > 0 such that 

II-e-xl.;;;c, 

for every O,;;;x';;;xo. 
Let O<c.;;;xoc. Then 

lae(O) - ao(C)1 

.;;; fiE ds(l - e- cs')1 d01lg(O - Odl 

+ f~EdS(1 - e- cs') 11 dOl e - is(O' - O})g(O - (
1

) I 
1 A f'" 1 .;;; (21T)3/21IgI11 - E2 + -(2 )3/2I1gI11 ds 3J2 
E 17' liE S 

(5.1) 

.;;; BjE, 
where the constant B holds for any choice of O. 

We thus conclude that ae is continuous at c = 0, uni-
formly on O. D 

From the contractiveness of the semigroup Sc (T), c>O, 
which is easily seen, and Lemma 5.1 follows the validity of 
Theorem 5.1. 

We point out that, although we can carry on our analy­
sis in any lattice z,d, we can only derive the asymptotical 
limit c~+ for d>3. This is easily observed in the proof of 
Lemma 5.1, there we need the integrability of the function 
Sf---+S-

dI2 [see (5.1)]. 
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Triangular Ising model: Complete expressions for even spin correlations in an 
exact evaluation of P(h, 7) 
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Complete expressions of all even correlations for the triangular Ising model in a recent exact 
evaluation of P(h,T), the local magnetic field distribution, are obtained from the Pfaffian 
representation derived by Stephenson. The results for the ferromagnetic J < 0 and 
antiferromagnetic J> 0 cases contain a number of interesting features previously not pointed out 
in the Ising literature. As a bonus, some new inequalities relating odd and even correlations are 
also obtained. 

PACS numbers: 75.ID.Hk 

I. INTRODUCTION 

In a recent series of papers, 1-3 some interests have been 
revived in the study of the local field distribution P (h,T) for a 
variety of classical spin models. Two important results 
which emerged indicate that the statistical mechanics of all 
two spin interaction systems (with random or regular bonds 
J ij and in a homogeneous field H) can be reformulated from a 
knowledge of P (h, T) and moreover this knowledge suffices to 
determine also the inelastic neutron scattering cross section4 

for Ising systems. Furthermore, as previously observed,5 an 
exact determination of P (h, T) is indeed possible in the case of 
the exactly soluble two-dimensional Ising model in a variety 
of lattices.6--9 While all these results have been reported,1O 
details of the calculations were given only for the square and 
honeycomb lattices. In these cases all even correlations can 
be obtained from the literature I I in terms of elliptic integrals 
and the three spin correlation is easily related to the sponta­
neouS magnetization IZ-16 by an identity of Fisher. 17 The 
triangular lattice, which has the maximum coordination 
number of the two-dimensional lattices, of 6, proved to be 
more complicated. Only Pfaffian expressions were given by 
Stephenson,18 who first evaluated the even correlations by 
generalizing the theory of Montroll, Potts, and Ward. 19 The 
use of the Pfaffian formulation is strictly not necessary. Pre­
sumably similar results can also be derived from spinor alge­
bra, as originally used by Onsager and Kaufman,zo Yang,zl 
and Houtappel, Z2 although the analysis is in general more 
complicated. The purpose of this paper is to provide explicit 
(and therefore computable) expressions for all even correla­
tions hitherto unpublished in the exact evaluation of P(h,T) 
(see Ref. 23). In Sec. II we obtain explicit expressions for all 
even correlations in terms of 11 integrals which can all be 
reduced to expressions containing complete elliptic inte­
grals. 

In Sec. III we discuss their use in obtaining P(h,T) and 
in conclusion we examine the physical consequences of these 
results. As a bonus we obtained a new set of correlation in­
equalities relating odd and even correlations. 

II. EVEN CORRELATIONS 

Labeling the center spin as (70 and its six nearest neigh­
bors cyclically from (71 to (76 on the isotropic triangular lat-

tice, we require evaluation of the following even correlations 
for the purpose of obtaining P(h,T): 

SOl = SI2 = «(70(71)' SI3 = «(71(73)' 

SI4 = «(71(74), SIZ45 = «(7I(7Z(74(75)' (1) 

S1234 = «(71(72(73(74), SIZ35 = «(71(72(73(75)' 

S6 = «(7I(7Z(73(74(75(76)' 

The details for obtaining these correlations by considering 
perturbed dimer configurations are given by Stephenson,z4 
in the form of Pfaffians. In this section we shall use his nota­
tion for the Pfaffian elements, of which there are 31 for our 
required correlations. Each element denoted by (m,n)ij is 
given in the form of the twofold integral 

(m n) .. = (1- v) J1T difJ J1T difJ e-i(m</>, +n</>,i 
'1J (217"f _ 1T I _ 1T 2 

X Cji (ifJl,ifJz)I.1 (ifJl,ifJZ)' (2) 

where v = tanh K, K = {3J, and the Cij are the cofactor ele­
ments of which there are 36. The procedure for obtaining 
these cofactors is given in the Appendix to Ref. 18. The 
quantity.1 (ifJl,ifJZ) determines the partition function and for 
the isotropic lattice is given by 

.1 (ifJl,ifJ2) = A + B cos ifJz + C sin ifJ2' (3) 

A = (1 - 2v + 6v2 
- 2v3 + v4

) - 2v(1 - V)2 cos ifJl' 
B = - 2v(I - V)2(1 + cos ifJ.), 

C = 2u(I - v)Z sin ifJI' 
Not all 31 Pfaffian elements are independent, however. By 
exploiting the symmetry of the twofold integrals (1) under 
the transformations ifJl~ + e,ifJ2- - e, as well as 
.1 (ifJl,ifJ2) =.1 (ifJz,ifJ.), the number ofindependent elements re­
duces to 19. One further reduction in the number ofintegrals 
to be evaluated can be further achieved. This is by avoiding a 
direct evaluation of S IZ35 which, like S6' is given in terms of a 
(6 X 6) Pfaffian containing 15 terms in its expansion. In this 
way, the number of integrals to be evaluated reduces to 11, 
thereby obtaining a considerable saving in labor. We finally 
obtain (71235 from all the rest by using Fisher's identity,Z5 

although Stephenson originally used it as a consistency 
check. Expansion of the Pfaffian expressions for the various 
correlations gives 
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SOl = S12 = V + (l,l)sT' 

S13 = Si2 - (I,O)~s - (2,1)RT(O,O)Ls, 

SI4 = Si2 + (2,2)RT(O,O)TS' 

(4) 

(5) 

(6) 

SI245 = Si2 + (- 1,1)1s - (O,2)1T' (7) 

SI234 = Si2 + ( - 2,O)us(I,1)LU - ( - 2, - I)~s, (8) 

S6 = SI2S1234 - 2( - 2, - 1)~s [S12 + (I,l)LU - ( - 2,O)us] 

+ (- 2,O)us [(I,l)LUS12 + (- 2, - l)~s - (- 2,O)ts] 

+ (I,I)LU [(I,I)iu - ( - 2, - I)~s + ( - 2,O)usS12]' 

(9) 

and from Fisher's identity 

S1235 = {S12 - C(I + 2S12 + 2S13 + S14) 

- D (4S12 + 4S13 + 2S14 + 4S1234 + 2S1245) 

- E(2S1234 + SI245 + S6)] {4D + 2E] -I, (10) 

where 

C = ~(tanh 6K + 4 tanh 4K + 5 tanh 2K), 

D = n(tanh 6K - 3 tanh 2K), (11 ) 

E = ~(tanh 6K - 4 tanh 4K + 5 tanh 2K). 

In the Appendix we list the complete expressions for all 11 
Pfaffian elements. One of the integrals in (2) can easily be 
performed by contour integration. The remaining one as giv­
en in the Appendix can be reduced to complete elliptic inte­
grals;26 for instance, 

(1,I)sT = 2g{[((1 + V)3 - 4V2) + a( 5v
2 

- 1 )]K(k') 
• ~1-~ ~ 

+ (1 - a)( 5v
2 

- 1 )0(_2- k ')}, (12) 
2v a + 1, 

where 

g = [(,8 - l)(a + 1)] - 112, k ,2 = 2(f3 - a) , 
, (f3 - l)(a + 1) 

a = (Tj + 1) - (3 + 2Tj)'12, 

,8 = (Tj + 1) + (3 + 2Tj)'12, 

= (1 + V2
)3 + 8v

3 
(13) 

Tj 2v(1 - v2f ' 

for the ferromagnetic case. The antiferromagnetic case is 
best obtained by analytic continuation to complex k ' from 
(11). 

TABLE I. Critical values for the II Pfaffian elements. 

Element Ferromagnetic T = Tc Antiferromagnetic T = 0 

(1,1)s; ,j3 - ~ i 
(I,O)RS 1- ,j3/1T -! + ,j3/21T 
(2,I)RT - ,(I +,j3) + (,j3!1T)(,j3 + 2) ! + ,j3/21T 
(O,Ob 1(1 -,j3) + (,j3/1T)(,j3 - 2) - (! + ,j3/21T) 
(2,2)ST (~ - 2/1T)(2,j3 + 3) - ,j3/1T 
(O,Ob H + 2/1T)(2,j3 - 3) ,/3/1T 
(I-,l)ss 1/ - 10,f3/1T ,/3/21T - ~ 
(O,2)s; ~ - 12,j3/1T 1- 3,j3/21T 
( -2,O)us !(l4,f3 + 13) - (4/1T)(,j3 + 3) , - ,/3/1T 
(1,l)LU !(I4,f3 - 13) + (4!1T)(,/3 - 3) - ~ + ,j3/1T 
(- 2,1)os 13,j3/6 - 12/1T 0 
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The resulting expressions are not unique, however, as 
may be seen from the addition formulas of elliptic integrals 
as well as the Landen transformation27 in the parameter k " 
here chosen such that k ' ..; 1 for ~ Tc. The formulas for this 
reduction to complete elliptic integrals like (12) are extreme­
ly intricate. For practical purposes it is simplest to evaluate 
directly the integrals as given in the Appendix by numerical 
methods. At the ferromagnetic critical point 
v = Vc = 2 - V3 and the antiferromagnetic zero point 
v = Vo = - 1, however, they reduce to elementary integrals 
that can be evaluated exactly. These values are tabulated in 
Table I. With these values and Eqs. (3)-(9) we easily obtain 
exact critical values for our even correlations.28 Since the 
number of terms in an (m X m) Pfaffian expansion grows as 
(m - l)ll an evaluation of S6 and S1235 by Pfaffians represents 
perhaps the limit for human computation. For periodically 
frustrated lattices with a larger repeated cell, or indeed for 
the eight spin correlation, some form of computer symbolic 
manipulation becomes essential. 

III. P(h, 7) 

Following Ref. 1, the local magnetic field probability 
distribution for the Ising model 

H= -J~{JJTj' 
tft 

(ij) nearest neighbors (14) 

is given by 

(15) 

where the sum is over nearest neighbors to U i • As noted in 
Ref. 2, P(h,T) determines all thermOdynamic quantities 
through the magnetization 

M = N J dh tanh(f3h )P(h,T), ,8 = l/kB T, (16) 

and internal energy 

U = - ~ J dh tanh(f3h )P(h,T). (17) 

It further contains information on the neutron scattering 
cross section: 

S (k,w) = _I_foo dt e - i""I (ui+ ui- (t) + U i ui+ (t) 
8. - 00 i 

= (N 12) {P(w/2) + P( - w/2)]/(1 + e- p
",), (18) 

where U ± are the Pauli raising and lowering operators. 
Thus apart from its simple physical interpretation as a local 
field distribution, the above exact relations provide a strong 
motivation for the calculation of P(h,T) which can be ob­
tained exactly for two-dimensional Ising models in a zero 
field. 

Equation (15) is conveniently expanded as 

P(h,T)=_I_foo dOe-ihIJcoszO 
2. - 00 

X (Up + iUj tan 0 I), (19) 

where z = 6 for the triangular Ising model and the product is 
taken round the ring of nearest neighbors to spin (To' We 
easily see that the product in Eq. (19) involves all even corre­
lations given in Sec. II, as well as the odd correlations 

T. C. Choy 3559 



                                                                                                                                    

S123 = (OP'Z03)' SIZ4 = (010z04), S135 = (010P5),(20) 

and 

SIZ345 = (01°2°3°4°5)' 

for the ferromagnetic lattice when T < Tc (see Ref. 29). 
The simple integrals involved in Eq. (19), can easily be 

evaluated for the triangular lattice. 30 We shall denote the 
result in a matrix notation as follows: 

P=Mc, 
where 

C1 
C2 

c= C3 
C4 
C5 
C6 

A 1 
M=-

64 

X 

and 

P= 

1 

6 

15 

20 

15 

6 

P(6) 

P(4) 

P(2) 

P(O) 

P(-2) 

P(-4) 

(-6) 

4 

5 

0 

-5 

-4 
-1 

6m 

6Slz + 6S13 + 3S14 
6S123 + 12S124 + 2S135 
6SIZ34 + 6S1235 + 3S1245 
6S1Z345 

6 

2 0 -2 -4 

-1 -3 -1 5 

-4 0 4 0 

-1 3 -1 -5 
2 0 -2 4 

-1 1 -1 
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(23) 

(24) 

are the values for P(h,T) for h = 6, 4, 2,0, - 2, - 4, - 6, 
respectively. 

In Fig. 1 we plot histograms of P(h,T) for the antiferro­
magnetic triangular lattice. This is to be compared with the 
ferromagnetic case given in Ref. 2. These are taken at tem­
perature ranges in which S6 and SI4 change sign, see Fig. 6 of 
Ref. 18. The most notable feature is the variation of the peak 
at P (0), which alternately sharpens and flattens slightly. This 
coincides with S6 changing sign twice (and SI4 changing sign 
once), as was noted by Stephenson. It seems to be a manifes­
tation of the effect offrustration destroying the system's at­
tempt to order. 

Further, on account of the positivity ofP, we can write 
I 

~
~T/Te =~ PlhJ

1r 
.2 

h 
-6 -4 -2 0 2 4 6 
m

T/Te~~Plh~1 
.2 

-6 -4 -2 0 2 4 6 

.2 1 

h 

A
T/Tei=:~lhl ~:Tf/Te=41;~lhl 

h h 
-6 -4'2 0 2 4 6 -6 -4 -2 0 2 4 6 

~
T/Te=~~lhJ 

.2 

h 
-6 -4 -2 0 2 4 6 

T/Te = 0 

.2 ~
4Plhl 

h 
-6 -4 -2 0 2 4 6 

FIG. 1. Histograms of P (h. T) for the isotropic antiferromagnetic triangular 
Ising model. 

down a set of correlation inequalities from (22) relating odd 
and even correlations; for example 

(25) 

6-4C1 + 2Cz - 2C4 + 4C5 - 6S6 > 0, T < Tc. (26) 

However, for reasons given in Ref. 29, our calculations for 
T < Tc in the ferromagnetic lattice are incomplete. 

IV. CONCLUSION 

In conclusion, we have evaluated P (h,T) exactly by di­
rect computations of a number of even spin correlations. The 
main labor comes from the expansion and reduction in the 
number of Pfaffian elements, which involves evaluation of 
many integrals. All these expressions are now written in the 
Appendix. The existence of a dip in the ferromagnetic case31 

for T> Tc + is particularly interesting and seems to have 
been observed also in computer simulations.32.33 It appears 
from these studies that observation of a phase transition 
from P(h,T) in general is a subtle effect involving the full 
distribution but for the ferromagnetic case with an infinitesi­
mal field it must be concluded only on the grounds of the 
onset of asymmetry in the distribution rather than a mini­
mum of P (h ) at h = O. It is also interesting to suggest that the 
features of P (h, T) for the triangular antiferromagnet as indi­
cated above are perhaps universal for a larger class of frus­
trated or periodically frustrated models that do not order in 
two dimensions,34,35 a subject for future study. 
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1 1 [ [4v(1 - V)2 - rl + [18v(1 - V)2 + 2r - 4(1 - V2)2 I cos 0 - 4v(1 - V)2 cos2 0 
(I,OIRs = 4" + 417" 0 de {a2 + (b - e)2 - 2a(b + e) cos 0 + 4be cos2 0) 1/2 ' 

1 1 {" (r/4v + v2(1 - V)2) + [2v(1 - v2) - r/2v - (1 - v)2/2Icos 0 + (1 - V)2 cos2 0 
(2,IIRT = - 4v + -;; Jo dO {a1 + (b _ e)2 _ 2a(b + e) cos 0 + 4be cos2 0) 1/2 ' 

V 1 [ [2v(1 - v2) + (v2/2)(1 - V)2 + vr12]cos 0 - ((1 - V)2 + rv/4) - v2(1 - V)2 cos2 0 
(O,Ob = 4" +-;; 0 dO {a2 + (b _ e)2 _ 2a(b + e)cos 0 + 4be cos2 0) 1/2 ' 

(2,2)RT = ~ + ~ [dO 
2 11" 0 

[(1- v2 )(1 - vf - rv/2l + [v(l - v)((1 + V)3 - 4v2) + 3v2(1 - vf + vr]cos 0 - [2v2(1- V)2 + 2(1 - v2)(1 - V)2]COS2 0 
X {a2 + (b _ e)2 _ 2a(b + e)cos 0 + 4be cos2 0 )1/2 ' 

(O,O)-r.s 

- 0 1 111" [vr12 + (1 - v2)(1 - V)2] - [v(1 - v)((1 + vf - 4v2) + 3v2(1 - 0)2 + vrlcos 0 + 2v2(1- vf cos2 0 ---+- dO /' 
- 2 11" 0 {a2 + (b - ef - 2a(b + e) cos 0 + 4be cos2 0 ) I 2 

(1,I)LU 

= _ ~ + ~ r dO [(1 - v2) - (r + 3v(1 - V)2)] cos e - [2v2(1 - v2) + 2v(1 - vf]cos2 0 + v2(1 - v2) + (r/2 + 2v(1 - V)2), 
2 17" Jo {a2 + (b - e)2 - 2a(b + e)cos 0 + 4be cos2 0) 1/2 

_ II)ss = _ ~ _ ~ (
1T

dO rv(1 - V)2 cos3 0 - 2(r + v(1 - V)2)COS2 0 + (r + v(1 - V)2)cOS e + r/2, 
(, 2 11" Jo {a2 + (b - ef - 2a(b + e) cos e + 4be cos2 0 Jl

/2 

(O,2)ST = ((1 + V)3 - 4V2) _ ~ + ~ {"dO {[(1] + ~)(1 _ v)((1 + of _ 4v2)v + 3v2(1 - V)2 - rv]COS 0 
4(1 - v) 2 17" Jo 2 

+ [2(r + v(1 - V)2)V - (1 - v2 )2(1 - V)2 - v(1 - v)((1 + V)3 - 4v2)]cOS2 0 - 4v2(1 - V)2 cos3 0 

+ (1 - u2)(1 - vf - rv - ~(1 - v)((1 + V)3 - 4V2)} 
2 2 

X [{a2 + (b - e)2 - 2a(b + e)cos 0 + 4be cos2 0 )112] -1, 

1 1 i11" (- 2,O)us =-+- dO 
2 17" 0 

[(r + 3v(1 - vf) + v2(1 - v2)]cos 0 + [2v(1 - V)2 - 2(1 - v2 )]COS2 0 + (1 - v2) - (r/2 + 2v(1 - V)2) 
X {a2 + (b _ el2 _ 2a(b + clcos 0 + 4be cos2 0) 1/2 ' 

( - 2, - I)DS = 1 - v
2 

+ ~ (11" dO I [(1 - V)2(1 - v2)/2](21] + 1) - v(1 - 02)}COS 0 - [(1 _ v2) (1 _ V)2 
4v 17" Jo 

+ [2v(1 - v2)]COS2 e - 1[(1 - v2)(1 - v)2/2]1] - v(1 - v2)j [{ a2 + (b _ e)2 

- 2a(b + e)cos 0 + 4be cos2 O) 1/2] - I, 

where 

r = [(1 + V2)3 + 803 ]1(1 + V)2, 1] = r/2v(1 - V)2, 
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ERRATUM 

Erratum: Electrovac type D solutions with cosmological constant 
[J. Math. Phys. 25, 1951 (1984)] 

Alberto Garcia Dfaz 
Centro de Investigaci6n y de Estudios Avanzados delIPN, Departamento de Ffsica, Apartado Postal 14-740, 
07000 Mexico D. F., Mexico 

(Received 9 August 1984; accepted for publication 17 August 1984) 

PACS numbers: 04.20.Jb, 99.10. + g 

In Table I, the definition of S (J1-z) given in the row 
B - R should read S( J1-z) = v - J1-Z2, where v = ! 1,0, - 1) 
and J1- is a certain constant assuming its real values indepen­
dently of the values of v. [In particular, when 
J1- = € = ! - 1,0,1) for each choice of v there are three possi­
bilities for selectingJ1-. Some of the resulting functions S for a 
given choice of v and J1- have to be excluded because of the 
used signature (+ + + - ).] Thus, in the row B - R, the v 
used in P runs its values independently of the values assigned 
to the v appearing in Q. In the row gR - N, the fourth term 
of Q should be (e2 + gZ) y4. In g* R - N, the polynomial of 
the fourth degree in x should be denoted by P. In gC, the 
function p should be p = 0, while the polynomial of the 
fourth degree in x should be denoted by P. In gO ( + ), the 
third term of Q should be + ),,/4. In the row gO ( - ), the Q 

should be Q = S (€y). In the row P - C [A ], in (j) the external 
differential operator "d" in front of the parenthesis was 
omitted. In the row P - D, the signs of the second, third, and 
fourth terms of Q (y) should be reversed. 

In the definitions of e1 and e2 [Eq. (A3)] the function m 
should be replaced by p. 

In formulas (A5), the imaginary part of C(3) was omit-
ted, 

Im211H- 2C(3)=Py[p -2 mx p] 
11 x 11 

+ :x [Qy + 2 ~ Q ]. 

3563 J. Math. Phys. 25 (12), December 1984 0022-2488/84/123563-01 $02.50 © 1984 American Institute of Physics 3563 


	JMP, Volume 25, Issue 12, Page 3363
	JMP, Volume 25, Issue 12, Page 3367
	JMP, Volume 25, Issue 12, Page 3375
	JMP, Volume 25, Issue 12, Page 3382
	JMP, Volume 25, Issue 12, Page 3387
	JMP, Volume 25, Issue 12, Page 3390
	JMP, Volume 25, Issue 12, Page 3402
	JMP, Volume 25, Issue 12, Page 3415
	JMP, Volume 25, Issue 12, Page 3424
	JMP, Volume 25, Issue 12, Page 3433
	JMP, Volume 25, Issue 12, Page 3439
	JMP, Volume 25, Issue 12, Page 3444
	JMP, Volume 25, Issue 12, Page 3451
	JMP, Volume 25, Issue 12, Page 3455
	JMP, Volume 25, Issue 12, Page 3460
	JMP, Volume 25, Issue 12, Page 3470
	JMP, Volume 25, Issue 12, Page 3474
	JMP, Volume 25, Issue 12, Page 3479
	JMP, Volume 25, Issue 12, Page 3483
	JMP, Volume 25, Issue 12, Page 3489
	JMP, Volume 25, Issue 12, Page 3492
	JMP, Volume 25, Issue 12, Page 3497
	JMP, Volume 25, Issue 12, Page 3503
	JMP, Volume 25, Issue 12, Page 3510
	JMP, Volume 25, Issue 12, Page 3513
	JMP, Volume 25, Issue 12, Page 3527
	JMP, Volume 25, Issue 12, Page 3538
	JMP, Volume 25, Issue 12, Page 3540
	JMP, Volume 25, Issue 12, Page 3545
	JMP, Volume 25, Issue 12, Page 3551
	JMP, Volume 25, Issue 12, Page 3558
	JMP, Volume 25, Issue 12, Page 3563

